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Preface

Early education programs are increasingly being  
promoted by states and the federal government as an 
integral part of their efforts to ensure that all children 
enter school ready to learn. As these programs and their 
enrollments have grown in recent years, so too have 
efforts to monitor their quality and performance. A  
common focus is on documenting the quality of  
children’s learning experiences through the collection  
of classroom observation data. In order for these data to 
be useful for informing the monitoring process, however, 
they need to demonstrate evidence of being appropriate  
and defensible for their intended interpretation and  
subsequent uses.

In this new Policy Information Report, Debra 
Ackerman examines the variety of state PreK classroom 
observation policies on program decisions that are 
informed by observation score data, the protocols 
being used, and how often such data are collected from 
classrooms. Just as important, the author reminds us of 

the particular validity and reliability challenges that are 
inherent in relying on classroom observation score data 
for a variety of low- and high-stakes decisions.  

It is our hope that this report will cause 
policymakers, school leaders, and practitioners to reflect 
on their early education program classroom evaluation 
policies, whether they meet acceptable levels of validity 
and reliability, and what actions they can take to improve 
the usefulness of data collected to improve the quality of 
children’s early learning experiences. As federal and state 
efforts to improve access to high quality early education 
continue to grow, it will be increasingly important to 
monitor this critical segment of our education pipeline.

Michael T. Nettles 
Senior Vice President 
Policy Evaluation and Research Center, ETS
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Introduction

Classroom observation data can serve as an important 
component of early education quality improvement and 
accountability efforts.1 Perhaps not surprisingly, such 
data increasingly are being used to inform key decisions 
in programs serving young children. For example, the 
state-level departments that regulate and administer their 
respective publicly funded Pre-Kindergarten (PreK) pro-
grams use these data as part of the ongoing monitoring 
process.2 Formal observations of federally funded Head 
Start classrooms help determine which grantees may be 
subject to open competition and thus potentially lose 
their funding.3 The recent Race to the Top – Early Learn-
ing Challenge (RTTT-ELC) competition gave priority to 
applicants that proposed strengthening their system for 
rating and monitoring the quality of early education pro-
grams.4 Classroom observation scores also contribute to 
the tiered quality rankings of ― and subsequent level of 
child care subsidy reimbursements provided to ― child 
care settings that participate in state Quality Rating and 
Improvement Systems (QRIS).5 And, a suite of obser-
vations inform the quality improvement process in the 
public and private partnership-funded Educare schools 
for children ages 0–5 throughout the United States.6 

While observation score data already contribute 
to a variety of low- and high-stakes early education 
decisions, because of the larger K–12 focus on the 
measurement of teaching quality,7 one might argue it 
only is a matter of time before these data have an even 
greater number of consequential implications. Moreover, 
K–12 teaching effectiveness decisions can drive both 
staff salary increases/bonuses and pay freezes or job 
termination.8 It therefore is particularly important that 
policymakers and stakeholders know they can “bank 
on” the quality of observation score data when making 
important decisions about a teacher, program grantee, 
school, or overall early education program. 

Three broad factors contribute to the extent to 
which the use of classroom observation score data 
is valid for informing any decision: the observation 
protocol(s) used, the capacity of observers to generate 
reliable score data, and how frequently data are collected 

from any one classroom. Because each of these factors 
presumably is governed by related policies, such policies 
are equally important contributors. However, just as the 
judgments that rely in part on classroom observation data 
may have consequential outcomes for early education 
staff and the settings in which they work, the policies 
governing these three factors will have implications 
for early education program resources. As a result, 
policymakers likely will need to consider how their 
optimal classroom observation score data requirements 
might be balanced against the realities of their program’s 
context and capacity.9  

Given the variety of publicly funded early 
education programs relying on observation score data, 
as well as the continued pressure on these programs to 
contain or cut operating budgets,10 this larger context is 
particularly salient as the field expands its discussion 
regarding best classroom observation practices. To help 
highlight some of the prospective agenda items for that 
discussion, this report summarizes the emerging — 
and often less-than-definitive — literature base on the 
potential validity and reliability issues related to policies 
on classroom observation protocols, observer capacity, 
and frequency of observation data collection. As the 
reader will notice, while some of this literature arises 
from early education-focused research, the majority of 
existing research on these topics is situated in middle 
and high school classrooms. In addition, in light of 
President Obama’s proposal to expand 4-year-olds’ 
access to high-quality, publicly funded preschool,11 
the report also examines the variety of state-funded 
PreK program policies on classroom observations as a 
means for illustrating why these validity and reliability 
issues should be considered as part of the best practices 
discussion agenda.12 

To set the stage for this dual inquiry, the report 
begins with an overview of state-funded PreK in the 
United States. This is followed by a brief description 
of the typical classroom observation process and two 
widely-used, preschool-focused classroom quality 
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measures. After describing the current research base 
on the reliability and validity issues related to choice 
of observation protocol, ensuring observers have the 
capacity to generate reliable scores, and determining 
how frequently score data will be collected, the  

report turns to the status of PreK observation  
policies. The report concludes with some general 
perspectives on potential agenda items for future  
best practices discussions.
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State-Funded Pre-Kindergarten 

In his 2013 State of the Union address, President Obama 
proposed partnering with states over a 10-year period 
to expand 4-year-olds’ access to high-quality, publicly 
funded preschool.13 If funded, this effort will build on 
enrollment increases in current state-funded Pre-Kin-
dergarten (PreK) programs that have occurred over the 
past decade. For example, during the 2001–2002 school 
year, 581,705 4-year-olds, or 14.8 percent of the entire 
population in this age group, were enrolled in 45 PreK 
programs across 40 states.14 A decade later, the number 
of 4-year-olds participating in these programs jumped 
to 1,151,653, representing 28 percent of all 4-year-olds. 
The number of PreK programs across the United States 
increased during this period as well, with over 50 differ-
ent state-funded initiatives in 40 states and the District 
of Columbia in operation in 2011–2012. This growth 
is particularly impressive given recent state education 
budget constraints.15

Many factors have contributed to the growth 
of interest and enrollment in publicly funded PreK, 
including a widening focus on improving preschoolers’ 
kindergarten readiness and, in turn, their long-term 
academic outcomes and ability to contribute to the 
nation’s economic growth.16 Another important 
contributor has been an increase in the participation rates 
in such programs of school districts, child care centers, 
and Head Start grantees (referred to in this report as 
individual providers). As this mix of individual providers 
has expanded, to help ensure that the quality of PreK 
enrollees’ experiences does not vary based on classroom 
setting, state policymakers have established program 
and learning standards and monitoring policies.17 The 
collection of monitoring data can provide state and 
local PreK administrators with the capacity to engage 

in a cycle of planning, doing, reviewing, and acting,18 
as well as support reflection on what standards and/or 
programmatic inputs need to be revised as a means for 
meeting a PreK initiative’s goals.19 And, depending on 
the research design, data from monitoring efforts also 
has the potential to support program accountability or 
quality improvement efforts.20

While most PreK programs have monitoring 
policies, how monitoring data are used varies. In some 
cases, these data contribute to “low-stakes” program 
improvement purposes, including determining the 
professional development teachers need. Other PreK 
programs use monitoring data to inform high-stakes 
decisions, such as whether individual providers are in 
need of corrective actions or sanctions. Some PreK 
programs rely on monitoring data to implement changes 
in preschool policies.21 

As might be expected given these diverse 
purposes, PreK programs report the collection of a 
variety of monitoring data, including documentation 
of children’s learning outcomes.22 Another source of 
data is PreK classroom observation scores.23 However, 
as is the case with child assessment results, if these 
data are to inform the monitoring process, they need 
to demonstrate evidence of being appropriate for their 
intended use(s) and subsequent interpretation. One 
approach to gathering such evidence is through an 
examination of the protocol used, the capacity of data 
collectors to reliably use the protocol, and when and how 
frequently data are collected. To provide some context 
for the importance of these topics, the general process of 
collecting observation data in early education classrooms 
is described next.
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Administering and Scoring Classroom Observations

To help explain the reliability and validity challenges 
that come with the reliance on observation score data, it 
is useful to understand the typical procedures for admin-
istering such measures in early education settings. For 
example, while each measure presumably will have its 
own specific instructions, the process typically involves 
an observer sitting, standing, and/or walking around a 
classroom while looking for and noting evidence of a 
specific aspect of teachers’ practice or children’s class-
room experiences. The observer also may ask to see 
a teacher’s lesson plan or interview her about typical 
teaching practices. The exact practices and/or experienc-
es being noted are guided by the items in the observation 
protocol. Then, as the observer collects evidence for 
an individual item or larger domain or subscale of the 
instrument, he or she compares it to the information in 
the scoring rubric, as well as any other developer-pro-
vided notes or tools, to determine the appropriate score. 
The scores then are tallied or averaged in some way to 
determine an overall score.

As an example of the practices or experiences 
that are targeted as part of an observation, one item of 
interest might assess the degree to which sand and water 
play are available in a classroom serving 4-year-olds. 
The observer then would focus on all of the relevant 
components in the sand/water table area, as opposed to 
counting and categorizing the puzzles or writing-related 
materials that are accessible to children. To determine 
the appropriate score for this item, he or she might need 
to consider such variables as the size of the table(s), 
how many children can be accommodated at any one 
time, the quantity and variety of sand or water toys, and 
whether the depth of the sand or water is adequate for 
using the toys. Another criterion might be the amount of 
time children use the sand/water table area each day. 

Another related, yet more complex item might 
focus on the degree to which a teacher uses discussions, 
experiments, and higher-order thinking to help her 
4-year-old students develop their early science and 
mathematics skills while using the sand and water 

tables. In this case, instead of merely tallying quantities, 
such as the number of sand and water toys or the depth 
of the sand and water, the observer would key in on 
the activities students are asked to undertake while at 
the sand or water tables. Also of interest would be the 
interactions the teacher has with children while engaged 
in these activities that also support their learning in these 
content areas.

Two well-known measures present examples of the 
different types of evidence gathered and scored as part 
of the early education classroom observation process. 
First, the Early Childhood Environment Rating Scales 
– Revised (ECERS-R)24 provides a global overview of 
programmatic features found in center-based settings 
serving children ages 2 ½ to 5 years old. Its 43 items 
are categorized within the seven subscales of Space 
and Furnishings, Personal Care Routines, Language-
Reasoning, Activities, Interactions, Program Structure, 
and Parents and Staff. The original ECERS25 and the 
more recent ECERS-R have a long history within the 
early care and education field due to the protocol’s role  
in numerous research projects and state QRIS efforts.26

A second well-known observation protocol is 
the Classroom Assessment Scoring System (CLASS): 
Pre-K,27 which focuses on teacher-child interactional 
processes in classrooms for children who are 3 to 5 
years old. Its 10 items are referred to as “dimensions” 
and are organized under the three domains of Emotional 
Support, Instructional Support, and Classroom 
Organization. The CLASS Pre-K is used in Head Start 
settings to determine which grantees should be subject to 
open competition.28 

While their focus is different, both protocols are 
similar in that they use a Likert-like scoring scale of 1 
to 7. The developers of each protocol further categorize 
their respective numerical scales into low-, mid-, and 
high-range quality scores. For example, ECERS-R 
scores of 1–3 indicate inadequate to minimal quality, 4–5 
indicate good quality, and 6–7 indicate excellent quality. 
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On the CLASS Pre-K scale, scores of 1–2 are considered 
to represent low-range quality of teacher–child 
interactions, 3–5 are mid-range, and 6–7 are considered 
high-range quality. 

When considering the two sand and water table 
examples, if included in an observation protocol and the 
classroom did not contain a sand or water table, the first 
example’s related item presumably would be scored in 
the inadequate or low-quality range. Conversely, if the 
classroom contained large sand and water tables that 
contained numerous toys which are available to children 
on a daily basis, the item most likely would receive 
a score that is indicative of one of the higher quality 
categories. For the second example, assuming that the 
sand and water tables were available for use in the 
classroom, a higher quality range score might reflect the 

teacher asking students to test out hypotheses regarding 
the amount of sand or water that are needed to balance 
out a scale, or how many smaller cups of sand will equal 
the amount held by a larger container. Also potentially 
contributing to this score would be the complexity of 
the discussions that the teacher has with children as they 
undertake these hypothesis-testing activities.

Regardless of what range of scores are generated 
by classroom observations, if early education 
policymakers aim to generate scores that can reliably 
inform a “plan, do, review, and act” model, they first 
must determine a set of key protocol, observer, and data 
collection frequency policies. These policies, as well 
as their related validity and reliability challenges, are 
discussed next.
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Validity and Reliability Issues to Consider When Crafting Classroom Observation Policies

Classroom observation score data have the potential 
to inform policymakers’ and other stakeholders’ deci-
sions for programs serving young children. However, to 
generate the type of data that can be most useful for the 
decision-making process, policymakers also need to be 
aware of key validity and reliability issues when crafting 
their classroom observation policies. Validity refers to 
the extent to which the accumulation of evidence collect-
ed as part of any assessment supports the interpretation 
of its scores for a particular purpose and for a specific 
population. This might include informing the type of 
professional development teachers need or making a 
judgment about an individual provider or teacher for 
accountability purposes. Reliability refers to the degree 
to which any variation in scores reflects differences in 
classroom quality as measured by a particular protocol’s 
rubric, rather than the accuracy of the observers’ judg-
ments in using the protocol.29 In short, if two or more 
raters observe the same classroom at the same time, their 
ratings or scores should not vary significantly.

In an ideal world, an early education program’s 
policies will support the large-scale collection of 
classroom observation data that will effectively inform 
myriad decisions regarding individual teachers and 
providers, as well as the larger early education program 
in which they participate. However, no one-size-fits-all, 
gold-standard method for accomplishing this complex 
goal exists. Furthermore, any large-scale data collection 
effort typically involves context-specific tradeoffs 
between what may be ideal and what is feasible given 
time, budget, and/or personnel resources.30 

Yet, this does not mean that any set of policies is 
sufficient for supporting the collection of data that will 
accurately inform both low- and high-stakes decisions. 
Instead, programs need to seek out the policy “sweet 
spot” that balances their information needs, context, 
and resources.31 When the goal of a large-scale data 
collection effort is to generate observer-generated 
information on classroom quality, three key issues need 
to be considered: the observation protocol(s) to be used, 

the capacity of observers to generate reliable score data, 
and the frequency with which observation data will be 
collected from any classroom.

Choosing an Appropriate Observation Protocol

The first key issue to consider when crafting early educa-
tion classroom observation policies is: Which protocol(s) 
should be used? Responding to this question is no small 
task, as recent reviews of all of the available observa-
tion-based measures designed for classrooms serving 
young children show that there are at least 50 protocols 
from which policymakers may choose. Moreover, the 
focus of individual protocols can be quite different, with 
some measures assessing easily quantifiable inputs such 
as teacher-child ratios, classroom square footage, and 
access to child-sized sinks and toilets, but others exam-
ining more difficult-to-quantify teacher-student interac-
tions or the types of activities available in the classroom. 
Additional protocols estimate how much time children 
spend engaged in certain activities or the extent to which 
a specific curriculum is implemented.32 

Alignment with purpose and setting. Recalling that valid-
ity refers to the extent to which the interpretation of any 
assessment’s scores is appropriate for a particular pur-
pose, a prime consideration when choosing an observa-
tion protocol is its alignment with the task at hand.33 For 
example, a PreK’s monitoring goal may be to determine 
if its teachers need professional development related 
to enhancing children’s learning and skills in math and 
science. If so, the observation protocol should focus on 
the different interactions teachers have with children to 
support their mathematical and scientific thinking (e.g., 
“What will happen if we add one cup of sand to the blue 
side of the scale, but leave these three sand toys on the 
red side of the scale?”), as well as the classroom mate-
rials and activities available that contribute to children’s 
math and science learning (e.g., books that talk about 
differences in objects’ weight, scales, and measuring 
cups).34 However, another goal may be to evaluate the 
overall quality of a specific classroom or individual  
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provider. In this case, a protocol focused solely on math 
or science most likely will provide too narrow of a  
picture, particularly if one of the goals of the larger  
PreK program is to enhance children’s outcomes in  
a variety of academic and developmental areas.

Because validity also is related to the relevancy 
of score data for a specific population, next to be 
considered is the early education setting in which the 
observations will take place, including the ages or 
characteristics of the children enrolled in those settings. 
The reason this aspect of validity also is critical is 
that although the majority of these 50-plus protocols 
are aimed at child care centers or K–12 school-based 
preschool classrooms, others specifically focus on the 
quality of home-based family day care settings.35 In 
addition, some protocols target teaching practices in 
classrooms serving children 0–5 years old or 3–8 years 
old, while others are designed to measure practices 
that pertain only to infants and toddlers. Also to be 
considered is whether an observation measure is 
designed to capture those aspects of classroom  
quality that support the learning and development  
needs of children who are dual-language learners or  
have disabilities.36 

Because no single classroom observation protocol 
can adequately cover every early education setting and/
or age group, much less all facets of early education 
classroom quality, an additional issue to consider is 
how many different observation protocols should be 
used to inform a monitoring processes’ goal(s). On 
the one hand, using just one observation measure can 
provide decision makers with uniform data regarding 
teachers, individual providers, and/or the overall early 
education program.37 However, if a program has multiple 
monitoring goals, it is unlikely that one measure will be 
adequate.38 In addition, if classrooms vary in terms of 
teacher qualifications, the demographics of the children 
served, or curriculum used, relying on score data from 
just one protocol can produce data that are less useful 
for a variety of decisions.39 Also, because individual 

protocols typically evaluate very different aspects of 
early education quality, classrooms or teachers can be 
categorized as good, high quality, or effective when 
using any one measure, yet also be low quality or 
ineffective as defined by an additional measure.40 

Psychometric properties. Once policymakers narrow 
down the list of potentially appropriate observation pro-
tocol choices, it is important to note that the mere claim 
of alignment with a purpose and/or setting and popu-
lation does not necessarily mean the protocol actually 
measures the constructs of interest in a reliable manner, 
much less should be used to draw a particular conclu-
sion.41 Furthermore, policymakers also must investigate 
the extent to which a measure’s score data consistently 
will support the judgments to be made. 

To document this consistency, protocol developers 
and/or researchers examine a measure’s psychometric 
properties. The psychometric process typically begins in 
the early stages of development, including considering 
which constructs will be focused on, examining the 
scholarly literature on the theoretical basis for these 
constructs, and meeting with experts to generate and 
review draft items. Recalling once again the definition 
of validity, particularly important during this initial 
process is explicitly linking the purpose of a measure 
with the claims that are to be made regarding which 
aspects of classroom quality are being measured, as well 
as the evidence to back up those claims. After piloting 
an instrument, assessment developers also may conduct 
“think-aloud” interviews to determine why observers 
scored pilot items in a particular way. Parts of this cycle 
may be repeated as feedback is incorporated into the 
measure revision process as well.42 

Additional psychometric research can be 
conducted once the development phase is complete. 
This can include field-testing an assessment on a large, 
representative sample and conducting analyses to 
determine a measure’s validity with the scores from 
similar measures, as well as its predictive validity (e.g., 
relationship between classroom quality as measured 
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by the ECERS-R or CLASS PreK and children’s 
academic outcomes). Also of interest may be the degree 
to which scores for a classroom are stable over time 
and independent observers assign similar scores to 
that classroom, particularly when there otherwise is no 
reason to expect a change in classroom quality.43 

The psychometric research on the ECERS-R44 
and CLASS Pre-K45 is mixed in terms of the quantity 
and methodological rigor of studies focusing on any 
of these topics. One indication of the need for even 
more definitive research is evidenced by a 2013 federal 
Institute of Education Sciences award to researchers 
at the University of Illinois. Their study will examine 
the predictive, content, and structural validity of the 
ECERS-R and CLASS-PreK when used as part of state 
QRIS efforts and the Head Start recompetition.46 

Standardized scoring procedures. Finally, to support its 
psychometric integrity, a protocol should have standard-
ized procedures for conducting and scoring observations. 
As an example, the standard approach to scoring the 
ECERS-R is a “stop-score” process, meaning that to 
assign a numerical rating of 2–6 to any of the 43 items, 
an observer must see evidence for all of the indicators 
for the lower numerical score(s), as well as half of the 
indicators for the current score (or all of the indicators 
to score the highest rating of 7). At the same time, some 
higher-ranked, non-scored indicators may be present in a 
classroom, and thus missed when following the standard 
rules. However, such indicators can be acknowledged if 
the “Alternate Scoring Option” approach is used. 

Of course, if two observers rate the same 
classroom with the ECERS-R, but one uses the stop-
score rules and the other the alternate option, their final 
observation scores may differ.47 In fact, analysis of 
ECERS-R data from 265 public school PreK, Head  
Start, and child care classrooms found that as many as  
28 percent of the classrooms that did not meet state 
quality cut scores using the traditional stop-score 
approach might meet those cutoffs if scored using an 
alternate method.48

In summary, the validity of observation data is 
dependent on the extent to which there is sufficient 
evidence to support the interpretation of a protocol’s 
scores for a particular purpose and for a specific 
population or setting. It therefore is important to 
consider the match between the goal of collecting 
observation data and the protocol used, as well as the 
measure’s psychometric properties. However, while this 
specific evidence is necessary, it is only one aspect of 
the validity and reliability equation. As the next section 
explains, also crucial is evidence of the extent to which 
an observer can accurately score a protocol.

Observer Capacity to Generate Reliable Scores 

A second key policy issue to consider is: Who should 
conduct classroom observations, and what specialized 
knowledge base, skills, and oversight, if any, will these 
individuals need to effectively contribute to the evidence 
supporting the validity of interpreting score data for a 
specific purpose and population? The topic of enhancing 
observer capacity also includes the training needed to 
understand a protocol; notice the materials, interactions, 
or teacher practices of interest; and determine the appro-
priate score for any item based on the protocol’s rubric 
and the evidence gathered.49 Of additional importance 
is by what method and how often observers’ ongoing 
scoring reliability will be tracked.

Familiarity with the early education program and/or 
teachers being observed. When considering who should 
conduct classroom observations, early education poli-
cymakers need to decide if observers should be drawn 
from “in-house” staff or “outside” consultants with no 
professional link to individual providers or teachers. The 
case for in-house staff may be driven by the purpose of 
a monitoring effort. For example, if observation scores 
are intended to inform how teachers’ practice might be 
enhanced, using existing curriculum coaches or master 
teachers as observers provides the potential for any sub-
sequent professional development or technical assistance 
to be embedded within a continuous feedback cycle.50 
Cost constraints also may play a role in this decision ― 
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e.g., using observers that already are on site or living in 
a specific geographic area may mean they can conduct 
observations more frequently and/or less expensively.51 

Yet, the organizational management literature,52 
research on early education child-focused rater 
reliability,53 and principal-as-rater examples from 
K–12 settings54 suggest prior professional and personal 
relationships between raters and the individuals being 
evaluated may lead to biased scores. For example, 
similar percentages of Chicago school principals and 
highly trained observers scored teachers as being in the 
“unsatisfactory/basic” range based on the protocol used. 
However, when determining which teachers should 
be rated as being in the highest category, 17 percent 
of principals gave teachers this rating versus only 3 
percent of the external observers.55 In a second study, 
researchers compared the average observation scores 
assigned to teachers by their own administrators versus 
administrators from a different school. Same-school 
administrators tended to score their own teachers more 
favorably than the other-school administrators. And, 
when teachers observed other teachers, they were more 
likely to score their observations in the mid-range, 
rather than rating a fellow teacher as below basic or 
above proficient.56 In summary, even if such bias is not 
intentional, it must be considered. This is particularly 
the case if observation score data have consequential 
implications, such as contributing to official  
teacher evaluations.

Minimum prior knowledge base and skills. Whether using  
in-house staff or outside consultants as observers, poli-
cymakers also must consider what prior knowledge base 
and skills observers should have. Because observations 
will take place in settings serving young children, it might 
be assumed that the most reliable scores can be generat-
ed by individuals already possessing some level of early 
childhood knowledge and experience. However, at present 
there is little guidance available regarding the exact level 
of prior background knowledge necessary to reliably  
score either of the highlighted protocols, much less how  
differences in background influence score reliability. 

Moreover, the degree to which prior knowledge 
and skills affect an observer’s ability to reliably score 
individual protocols may be dependent on the inference 
level of a protocol’s items. As an example, recall that 
some observation protocols focus on features such as 
teacher-child ratios, the square footage of the classroom, 
or the materials and equipment available (e.g., a sand or 
water table). Because these programmatic inputs might 
be determined through simple math or documentation, 
they can be thought of as “low-inference” items.57 In 
short, if an observer can count and use a tape measure, it 
presumably will be easy for him or her to determine the 
score for these items based on the rubric being used,  
even without any prior experience in settings serving 
young children. 

In contrast, other observation protocols examine 
the nature of teachers’ interactions with preschoolers 
and teaching practices within a specific academic 
domain, such as the extent to which a teacher supports 
preschoolers’ math and science learning while engaged  
in activities and discussions at the sand or water table. 
These types of “higher-inference” items require the 
observer to accurately recognize behaviors that may 
be far less obvious to the untrained eye.58 As might be 
expected, such items may be more difficult to score,  
not to mention serve as a source of variation in scores 
across multiple observers.59 It therefore may be helpful 
for these observers to have completed early childhood 
coursework and/or have experience working in early 
education classrooms.

At the same time, experience can be detrimental 
to the production of reliable scores for high-inference 
items if it results in observers perceiving that they 
“know” what constitutes good teaching and thus 
privileging their personal opinions over the measure’s 
scoring rubric.60 Threats to score reliability also can 
occur when performance assessment raters elect to 
use their own reasoning processes for determining an 
appropriate score.61 Observers may seek out evidence 
to confirm their initial, non-rubric related judgment, as 
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well.62 Additional research suggests that observer beliefs 
may play a role in their ability to be deemed reliable.63 
No matter what the source, if an observation protocol 
contains high-inference items, in addition to observer 
training and experience, it may be especially important 
for the scoring rubric to be specific enough to reduce the 
likelihood that an observer will be able to incorporate or 
rely on irrelevant ideas regarding what counts as high or 
low quality.64 

Training. Since prior knowledge, skills, or program fa-
miliarity may not be sufficient for ensuring that observ-
ers will accurately use an observation measure’s scoring 
rubric, it perhaps is not surprising that training has been 
characterized as “one of the most important tools” for 
ensuring that performance assessment scores will be 
reliable, particularly if multiple observers will conduct 
observations across numerous settings.65 Accordingly, 
the joint position statement from the American Educa-
tional Research Association, American Psychological 
Association, and the National Council on Measurement 
in Education stresses that “assessment administrators” 
should be adequately trained and proficient in adminis-
tering and scoring any measure.66 Similarly, the National 
Association for the Education of Young Children and 
the National Association of Early Childhood Specialists 
in State Departments of Education advise that program 
evaluations should be conducted by “well-trained indi-
viduals who are able to evaluate programs in fair and 
unbiased ways.”67

While training clearly is important, due to the 
sheer number of early education-focused observation 
protocols available, no one-size-fits-all model of best 
practices exists. Instead, training might be led by the 
protocol developers themselves, someone who has 
completed an official “train the trainer” series of classes, 
or PreK in-house staff or consultants.68 The amount of 
time required to complete observer training on some of 
the more well-known early childhood-focused protocols 
differs, too, ranging from two days to about a week.69 In 
addition, the amount of observer training required may 
be dependent in part on the nature and/or quantity of 

protocol judgments to be made.70 For example, training 
that lasts just a few hours may be suitable for protocols 
with easily observed, low-inference items. However, 
when evaluating high-inference classroom practices 
and interactions, observers may benefit from a more 
intensive level of training and practice.71 Training needs 
may differ depending on observers’ prior experience 
with a protocol as well.72 

In sum, policies regarding the amount of protocol 
training needed and who provides it ideally will reflect 
what is necessary for any group of observers to obtain 
reliable scores. Given that developer-provided training 
on the CLASS Pre-K and ECERS-R costs $850 and 
$1,500 per person, respectively, these policies also must 
be juxtaposed against program budgets.73

Initial and ongoing scoring reliability. Once observ-
ers are trained, they need to demonstrate that they can 
accurately use the protocol’s scoring rubric. Recalling 
the definition of reliability, demonstrating such accuracy 
helps ensure that the score for any observation is depen-
dent on teachers’ practice and/or children’s experiences 
on a particular occasion, rather than on the observer. 
New observers typically demonstrate their capacity to 
generate reliable scores by comparing their scores with 
those of a master coder or the individual leading the 
training. If the two sets of scores meet or exceed a pre-
determined percentage of agreement, over a minimum 
number of observations, the observer is then deemed to 
be reliable (also known as “calibrated” or “certified”). 

It might be assumed that once an observer 
completes his or her training on a protocol and meets 
the criteria for reliability, it is similar to a person having 
learned to ride a bicycle in that he or she now has the 
capacity to generate reliable score data at any point in 
the future. Unfortunately, initial reliability is not enough 
to ensure that observers’ scores will remain accurate over 
time. As McClellan et al.74 note:

Certification provides assurance that, at the time 
the assessment was completed, the observer 
knew the required information and could apply 
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the rubric at the required level of accuracy and 
consistency. It does not and cannot guarantee 
that this observer will always demonstrate this 
level of performance. People forget, and skills 
not in continuous use tend to diminish. Even 
skills in regular use can shift given the context 
of use.

The tendency for an observer to first be considered 
certified, but then score more harshly or leniently over 
time than is warranted by the scoring rubric, is known 
as “rater drift.”75 As an example, in a study of middle 
and high school algebra teachers using a version of the 
CLASS designed for these grades,76 researchers found 
that differences in raters’ Emotional and Instructional 
Support scores were dependent on when videos of 
teachers’ practice were scored.77 Drift also may be more 
likely when scoring high-inference items as opposed to 
more clearly defined, low-inference items.78  

While rater drift (as well as any ongoing 
differences in rater scoring severity) has implications 
for the reliability of observation score data, addressing 
the issue on a large-scale basis also has implications 
for early education program budget and personnel 
resources.79 For example, it can be somewhat easier 
to detect rater scoring issues when two or three raters 
focus on the same lesson in the same classroom on 
the same day, as immediate comparisons of scores can 
be undertaken and resolved.80 Having observers meet 
frequently to discuss issues or receive refresher training 
also may help; in fact, the CLASS Pre-K Implementation 
Guide suggests that observers meet at least once a 
month during any observation cycle so that they can 
receive feedback about their scores.81 It also may be 
useful to “switch up” observation team members so that 
differences in scoring can be noted more easily.82

However, to minimize labor costs or maximize 
a limited number of observers, policymakers might 
elect to have just one observer collect data from any 
one classroom at a time. If so, additional decisions 
are needed regarding by what means any individual’s 

ongoing scoring competency will be established, such as 
analyzing differences in his or her scores and/or having 
a second individual co-score a classroom upon reaching 
a predetermined time interval or number of observation 
occasions. Some QRIS initiatives follow this approach 
in that the number of ongoing drift checks differs based 
on whether observers are new or more experienced, how 
many months have passed since their previous reliability 
check, and their ability to maintain an average percent 
agreement with a master coder.83 

Classroom Sampling and Frequency of Observations

As mentioned earlier, periodic administration of any 
observation measure has the potential to provide policy-
makers with the opportunity to engage in an informed 
“plan, do, review, and act” model. However, the degree 
to which observation data can adequately inform specific 
decisions about teachers, individual providers, or an ear-
ly education program overall is dependent on the quanti-
ty of reliable data from each of these sources over time. 
Therefore, in addition to considering the protocol(s) used 
and capacity of any observer to generate reliable score 
data on any activities they observe, a third policy issue 
to be considered is: How many and which classrooms 
should be observed within any one observation cycle? 
This policy may be particularly important if the observa-
tion scores will inform “high-stakes” decisions regarding 
individual teacher or provider contracts. 

Recalling once again the definition of validity, 
any decisions regarding whether to observe all or some 
subset of classrooms during an observation cycle ideally 
will be driven by the purpose of collecting such data 
and the evidence needed to support the interpretation 
of scores for a particular population. For example, if 
the aim is to determine overall teacher professional 
development needs, it may be perfectly fine to sample 
teachers and/or individual providers on a purely random 
basis, or instead sort and sample them based on such 
criteria as years of experience or number of children 
enrolled.84 If the goal is to produce a summary score that 
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accurately represents the quality of multiple classrooms 
within a single center (e.g., as part of a state’s QRIS 
effort), a more deliberate sampling approach may 
be required, as there can be a greater likelihood of 
misclassifying a center’s quality when randomly 
sampling just one classroom vs. 50 percent of, or even 
all, classrooms.85 This overall research base also suggests 
that if observation score data are being collected to 
make judgments about individual teachers’ effectiveness 
and/or whether they should be rehired, optimally the 
classrooms of these specific teachers will be observed. 

A related issue is how frequently any one 
classroom should be observed within an observation 
cycle so that score data accurately reflect young 
children’s daily experiences.86 This issue is important 
because what a single reliable observer sees on any 
given day may not be similar to what that same observer 
— or another reliable observer — would witness if they 
returned to the same classroom on a different day. The 
limited research base focused on K–12 classroom rater 
reliability highlights this issue. For example, analysis 
of observation data for middle and high school algebra 
teachers over the course of a school year suggests that 
their practice is not consistent.87 Not surprisingly, an 
analysis of observation score data for 67 elementary, 
middle, and high school teachers found that the 
reliability of a single score for determining the quality of 
any teacher’s practice can be low.88

This limited research base also illustrates 
the challenges in establishing a hard-and-fast rule 
regarding how many observations are needed over the 
course of a school year to reliably generalize scores to 
individual teachers. Examination of CLASS score data 
from classrooms serving older children suggests that 
observations should take place at least two times per 
year to generate more reliable scores.89 Other research 
on observations of 34 middle school math and English 
language arts teachers found that reliable scores could 
be generated with just two observations. However, the 
protocols used in this particular study had a very narrow 

scope and just six or 11 items.90 A study of scores related 
to administration of a mathematics-focused protocol in 
middle schools suggests lower score reliability when 
observers document a single lesson versus three different 
observers scoring the same teacher on three different 
lessons.91 Furthermore, if the results of observations 
contribute to a high-stakes decision, even four 
observations may not be enough to produce  
reliable scores.92 

In addition to determining the frequency of 
observations over time, also to be considered is at 
what time an observation should be scheduled on any 
single occasion so that observers will be present when 
the activities or teaching practices focused on in the 
observation protocol are taking place.93 Data from 
Grade 5 classroom observations found that teachers’ 
instruction can vary depending on the academic subject 
being taught.94 Even when teaching the same subject, 
elementary teachers’ practice can vary based on the 
curriculum.95 The issue of when observations must be 
scheduled to adequately assess domain-specific teaching 
may be especially salient in early education classrooms, 
where the teaching of academic subjects often does not 
take place in isolation and instead is integrated with a 
variety of classroom experiences.96 

Also, what observers see in early education 
classrooms may depend on whether teachers are leading 
a small group early literacy lesson versus the whole class 
being on the playground or engaged in free-choice time, 
as well as the ages of the children present.97 The exact 
time of day may or may not matter: an examination 
of data collected across a range of state-funded PreK 
classrooms suggests that teacher-child interactions are 
relatively stable during the first two hours of the day.98 
However, research in Grade 3 and 5 classrooms suggests 
that levels of instruction may be lowest during the first 
25 minutes of the school day and when students and 
teachers typically are “settling in.”99

Of course, when implemented in non-research 
settings and by early education policymakers, sampling 
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and frequency decisions most likely will be driven 
by the supply of trained observers and/or the cost 
of conducting observations. For example, research 
on administration of the CLASS Pre-K estimates 
the direct costs of observation to be $300–$500 per 
classroom (but also including the cost of initial observer 
training).100 There can be significant travel expenditures 
as well, particularly if a small number of observers 
are responsible for individual providers located across 
a wide geographical area. As a result, tradeoffs in the 
number of classrooms and/or frequency may need to  
be considered.

In summary, while classroom observation score 
data have the potential to play an important role in 
an early education program’s monitoring efforts, 
policymakers must be mindful of the degree to which 
observation scores provide sufficient evidence to support 
a decision regarding a teacher, individual provider, 

or the early education program as a whole. Also to 
be considered is alignment of the protocol with the 
monitoring goal(s) and setting, as well as the capacity  
of the observers to consistently use the protocol and 
make accurate scoring judgments. All of these concerns 
must be balanced against monitoring budget and 
personnel constraints. 

Given these concerns, as well as the growing 
reliance on observation score data for an increasing 
number of consequential decisions, it would be helpful 
for the early education field to examine the variety of 
current classroom observation policies as a means of 
informing the agenda for continued discussions on best 
practices. The second purpose of this report is to provide 
the status of such policies in state-funded PreK. The 
results of this inquiry are presented next.
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Status of PreK Policies on Classroom Observations

To illustrate the saliency of these validity and reliability 
topics for the early education field’s discussion agenda 
regarding classroom observation best practices, this sec-
tion provides a description of PreK classroom observa-
tion policies for the 2012–2013 school year. Information 
on these policies was gathered via an author-designed 
survey of the administrators of the 53 PreK programs 
identified in NIEER’s 2011 Preschool Yearbook.101 The 
survey aimed to address the following research questions:

1.	 Which PreK programmatic decisions are informed 
by external observation score data?

2.	 Which observation protocols are to be used to 
generate score data? 

3.	 What affiliation, if any, do observers have with the 
PreK teachers being observed?

4.	 What training and ongoing reliability supports do 
observers receive? 

5.	 How frequently are observations to be conducted 
in any PreK classroom?

Staff representing 47 PreK programs responded 
to the survey, for a total response rate of 89 percent. 
When possible, policy information for the remaining six 
programs was determined through examination of state 
RTTT-ELC applications and/or online regulations. These 
applications and online regulations also were used to 
prompt requests for clarifications from all of the survey 
participants. The data then were entered into an SPSS 
database so that descriptive statistics could be generated.

Of the 53 PreK programs, 27 report policies 
requiring that external observations be conducted. 
Among the 26 remaining PreK programs, classrooms 
may be observed as part of the National Association for 
the Education of Young Children accreditation or Head 
Start monitoring process, or state-based QRIS efforts. 
In addition, some PreK programs allow their regional 
agencies and/or school districts to regulate such policies. 
PreK programs may require teachers to conduct self-
assessments as well. However, these additional policies 
were not the focus of the study and thus are not  
included here.

Which PreK Programmatic Decisions Are Informed 
by External Observation Score Data?

The study’s first research question was addressed by ask-
ing survey participants to indicate for what purpose(s) 
observation score data are used. The selected respons-
es for this question included contract or funding level 
decisions, as well as informing professional development 
and technical assistance. Respondents also could indicate 
“other” and provide further details. 

Figure 1 displays the reported uses of observation 
score data. As can be seen, two programs indicate these 
data are used solely to inform decisions regarding 
program improvement. This includes teacher 
professional development and technical assistance, as 
well as material and equipment needs. Another three 
PreK programs report observation scores are used solely 
for the purpose of tracking quality. This includes 
verifying eligibility for a QRIS rating or center 
accreditation by the National Association for the 
Education of Young Children.

Figure 1. Decisions Informed by Classroom 
Observation Score Data 
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Among the 22 remaining PreK programs, 15 report 
that score data informs both program improvement and 
quality tracking efforts. An additional four programs 
use score data for these purposes as well as to inform 
decisions about individual provider contracts. One 
additional program relies on score data for tracking 
quality and determining whether an individual provider’s 
contract should be issued or renewed. When combining 
all of these results, 21 programs report observation score 
data inform program improvement decisions. A total of 
23 programs use the data to track classroom quality. It 
also should be noted that in contrast to K–12 policies 
throughout much of the United States, no PreK program 
reports that classroom observation scores are used to 
evaluate individual teachers. Similarly, no program 
indicates that scores are used to determine if a teacher’s 
employment contract should be renewed. 

Which Observation Protocols Are to Be Used to 
Generate Score Data? 

The study’s second research question was addressed by 
asking survey participants to indicate which classroom 
observation protocol(s) must or could be used as part of 
their PreK monitoring process. Given the long-stand-
ing use of the ECERS-R in research studies and QRIS 
initiatives, as well as Head Start reliance on the CLASS 
Pre-K, the selected responses for this question included 
these measures. Respondents also could indicate  
the names of any additional protocols through an  
“other” response. 

Figure 2 displays the total number of PreK 
programs reporting policies that require the use of 
specific measures either alone or in combination. As can 
be seen, 19 of the 27 PreK programs indicate that their 
program policies require the ECERS-R to be used. This 
includes use as the sole instrument or with other 
observation measures. The second most-reported 
protocol is the CLASS Pre-K, which is required by a 
total of eight PreK programs. 

Figure 2. Number of PreK Programs Mandating Use 
of Specific Observation Protocols

An additional five PreK programs report reliance 
on a state-developed observation protocol. Four PreK 
programs report using the Early Language and Literacy 
Classroom Observation Tool (ELLCO) Pre-K,102 which 
measures classroom support for children’s language and 
literacy development. The protocol has 18 items within 
the five domains of classroom structure, curriculum, the 
language environment, books and reading, and print and 
writing. Finally, four PreK programs report the use of 
observation protocols that do not align with any of the 
previous four categories.

Figure 3 reports this same information, but instead 
of tallying the results for each specific observation 
protocol, it displays the individual PreK program 
protocol policies. In this figure, the seven green bars 
represent the nine PreK programs reporting more than 
one classroom observation protocol as to be used. The 
four red bars represent the 18 programs reporting use of 
a single observation measure. 
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Figure 3. Specific Observation Protocol(s) To Be Used

As can be seen by viewing the green bars, among 
the nine programs using a combination of protocols, no 
single specific model emerges. However, seven of these 
nine programs report that their protocol combination 
includes the ECERS-R. Five of these programs report 
that the CLASS Pre-K is used in combination with at 
least one additional protocol. Four programs use the 
ELLCO as part of a combination of observation 
protocols. Finally, just one PreK program reports that 
individual providers may choose from among a variety 
of protocols when being observed. 

Among the “single measure” policy models 
(displayed in the four red bars), 12 programs report 
exclusive use of the ECERS-R. Three programs report 
policies requiring use of the CLASS Pre-K and two 
programs report use of a state-developed measure. 
Finally, one program reports reliance on the Preschool 
Program Quality Assessment (PQA), which has 63  
items within seven domains, including curriculum 
planning and assessment, parent involvement, and 
family services.103

Observer Affiliation and Qualifications 

Another set of survey questions focused on the study’s 
third research question, which aimed to determine the 
extent to which observers have a pre-existing affilia-
tion with the teachers being observed or the individual 
providers in which teachers’ classrooms are situated. To 
address this research question, the survey asked whether 
the observers were employed by the state-level depart-
ment overseeing a state PreK program, a contracting or 
regional agency that also is responsible for some aspect 
of administering the PreK program, or an individual 
provider such as a school district, child care center, or 
Head Start grantee. If a PreK program relies on outside 
consultants hired specifically to conduct observations, 
also of interest was whether these individuals must have 
a degree related to early childhood.

As can be seen in Figure 4, 14 survey respondents 
report their observers are employed in some additional 
capacity within the PreK program itself or an affiliated 
agency. Conversely, eight PreK programs report 
classroom observers are outside consultants who are 
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hired specifically to conduct observations. Four PreK 
programs report that observers are not restricted to either 
category. Instead, observers may be already employed in 
some capacity or hired on a consultant basis solely to 
perform observations. 

Figure 4. Affiliation of Observers 

Among the 18 PreK programs relying on already 
employed staff to conduct observations, in 14 cases 
this employment was within the state-level department 
overseeing the program. The remaining programs 
within this group use observers who are employed by 
a regional agency, county coalition, school district, or 
other state-level agency that collaborates with the PreK 
program. For the 12 programs using outside consultants 
as observers, seven require observers to have a minimum 
of a B.A. related to early childhood.

It should be noted that the survey did not ask 
respondents to indicate the motivation behind the choice 
of observer affiliation. However, anecdotal information 
gathered during administration of the survey or follow-
up telephone conversations suggests a wide continuum 
of reasons. For those programs using state-, regional- or 
provider-related staff, these reasons include budget 
constraints within PreK programs (and thus the lack 

of capacity to hire consultants) or the intention to have 
any follow-on professional development be provided 
by the observers. One of the PreK programs relying on 
consultants remarked that this choice was an intentional 
attempt to ensure observers did not have a supervisory 
relationship with the teachers being observed.

Observer Training and Ongoing Reliability Methods 

The fourth research question focused on the training 
and ongoing scoring reliability supervision provided to 
observers. The survey therefore also queried respondents 
about the observer training and certification process, as 
well as how frequently observer drift checks take place. 
Twenty-two of the 27 PreK programs responded to these 
survey questions.

All 22 programs report that observers receive 
in-person training, with the training often supplemented 
by the use of videos, reading materials, and/or web-
based resources. In addition, 19 programs report that all 
observers undergo the same training. In the remaining 
three programs, the training received depends on 
whether the individual observer also is a trainer of other 
observers (and thus participates in “train the trainer” 
classes), his or her prior experience using the protocol, 
or preference for more training versus a greater number 
of initial reliability sessions. 

Twenty-one of the 22 PreK programs report 
that observers practice score live and/or videotaped 
classrooms to help determine their initial scoring 
accuracy. In addition, 19 of the 21 programs report that 
before observers are allowed to conduct consequential 
observations, they are required to produce scores that 
agree with expert ratings on some predetermined basis. 
The required number of times an observer needs to 
favorably score an observation to determine his or her 
initial reliability varies from zero to five (with just 
one PreK program reporting no initial reliability is 
determined). Six programs report the number of  
times necessary to reach the expected rater-expert 
agreement rate is based on the recommendations of  
the protocol’s developers.
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Seventeen of the 22 programs report that observers 
undergo ongoing score drift checks, but four additional 
programs report that no drift checks take place. For 
the 17 programs that do undertake some type of drift 
checking, the timing ranges from every 90 days to three 
years and can vary based on whether an individual is a 
new or more experienced observer. However, 13 of the 
17 programs schedule their observer drift checks at  
least annually.

Frequency of Observations in PreK Classrooms

The final research question focused on how frequently 
observations are to occur within any PreK classroom. 
For this question, frequency referred to the number of 
times within an observation cycle (e.g., twice per year, 
once per year, once every two years), as well as whether 
all or some classrooms are observed within the cycle. 
Figure 5 displays the results of this survey question. 

Number of observations within a cycle. As can be seen 
by looking at the column titles on the horizontal axis, the 
number of observations conducted within a cycle across 
PreK programs ranges from three times per year to once 
every five years. However, just two programs observe 

three or two times per year and 10 programs report ob-
servations take place annually. In seven PreK programs, 
observations take place just once every two, three, or  
five years.

An additional seven PreK programs report the 
frequency of observations is criteria-based, rather than 
part of a predetermined cycle. These criteria include how 
long an individual provider has participated in the PreK 
program, whether their contract is under consideration, 
and their current QRIS rating. Observations also may be 
dependent on whether a classroom was observed 
previously or the observation scores were obtained 
through a teacher self-assessment. 

All vs. some classrooms. While these data represent one 
aspect of the frequency of observations, also important is 
the likelihood that a specific classroom will be observed 
within the PreK program’s observation cycle. Figure 5 
therefore also displays the “all vs. some classrooms” 
variation within each cycle frequency, with the green bars 
representing the programs reporting all classrooms are 
observed and those programs that observe a subset  
of classrooms shaded in red. As can be seen by looking at 

Figure 5. Observation Frequency and All vs. Some Classrooms Observed 
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the green columns, just seven PreK programs report that 
all classrooms are observed within any cycle. For ex-
ample, the sole program that observes classrooms three 
times per year reports doing so in all of its classrooms. 
Also included in this category are four of the  
10 programs reporting that observations take place  
once per year, as well as the PreK program using a  
five-year cycle.

The remaining programs (indicated by the red 
columns) observe in a subset of classrooms. This 
includes five of the “once per year” programs and all six 
programs that observe classrooms every two or three 
years. Not surprisingly, only a subset of classrooms are 
observed in the seven PreK programs that use specific 
criteria to determine whether an observation will  
be scheduled.

Evidence of PreK Classroom Observation Policy 
Model Consensus

One final area of interest is whether there appears to be 
any relationship between the individual PreK survey 

responses that also might suggest evidence of a common 
policy model. Of course, the sample for this study is 
too small to conduct any type of sophisticated statistical 
analyses. Nonetheless, the survey data were examined 
overall to determine if there appear to be any correla-
tions for one or more of the policy issues highlighted in 
this report. 

Given that validity is related to the extent to which 
an interpretation of observation scores is appropriate for 
any specific task, the first topic investigated was whether 
there is a correlation across PreK programs between the 
purposes for which observation data are used and the 
exact observation protocol models reported. Figure 6 
shows the results of this inquiry. In this figure, the same 
score data purposes displayed in Figure 1 are on the 
horizontal axis. In addition, the observation protocol 
models displayed in Figure 3 are represented by the 
different colored bars within each purpose column. 
Finally, the quantity of PreK programs using any specific 
observation model is represented by the numbers on the 
vertical axis.

Figure 6. Relationship between Score Data Use and Observation Protocols Used
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As can be seen by looking at Figure 6, the only 
purpose shared by two or more PreK programs and also 
having a single protocol model is for “tracking quality” 
(second column from the left). In this case, all three 
PreK programs that use observation score data solely 
to track quality also rely on the ECERS-R. In contrast, 
in the two PreK programs that use observation score 
data for program improvement (left-most column), one 
program relies solely on the ECERS-R, but the second 
uses the ECERS-R, CLASS, a state-developed measure, 
and a fourth protocol. 

There is even more variation within the 15 
programs that rely on observation score data to inform 
program improvement and tracking quality decisions 
(middle column). For these dual purposes, a total of 
seven different protocols models are used. These models 
range from the ECERS-R alone (n=6), the ECERS and 
the ELLCO (n=2), the ECERS and the CLASS (n=1), 

only the CLASS (n=2), and stand-alone, state-developed 
measures (n=2).

Further examination of the survey responses (see 
Appendix) shows that how score data are used does not 
appear to be related to decisions regarding the affiliation 
of the observers or how frequently any classroom might 
be observed, much less whether all or some classrooms 
are part of an observation cycle. To summarize, while 
this study was a preliminary examination of state PreK 
classroom observation policies and thus limited in its 
implications, it suggests that the PreK field as a whole 
does not appear to have coalesced around a single 
overall policy model for regulating the collection of 
external classroom observation score data. Discussed 
next are the implications of these findings for which 
validity- and reliability-related topics potentially should 
be on the agenda for future discussions regarding best 
classroom observation practices.
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Potential Classroom Observation Best Practices Agenda Items

This report summarizes 2012–2013 PreK classroom 
observation policies as a means for highlighting why 
it might be useful to include a set of key validity- and 
reliability-related topics in the early education field’s on-
going best practices discussion agenda. Such an agenda 
focus especially may be relevant given the increasing 
use of early education classroom observation data to 
inform decisions that can have ramifications for individ-
ual teachers, schools, grantees, and overall programs, 
as well as federal plans to expand 4-year-olds’ access to 
high-quality, publicly funded preschool. 

As was highlighted above, just 27 state-funded 
PreK programs report they require external classroom 
observation score data to be collected as part of their 
monitoring process. Twenty-one of the 27 PreK 
programs rely on observation score data to inform 
decisions related to program improvement, such as 
technical assistance or teacher professional development 
needs. Another common purpose across the majority of 
PreK programs (n=23) is to track individual provider 
quality, either more broadly or to contribute to decisions 
related to QRIS ratings. Both purposes are aligned 
with the overall focus in the early education field on 
improving quality. Conversely, the emphasis on high-
stakes teacher evaluations that is prevalent in K–12 
classrooms has not yet extended to state-funded  
PreK programs.

While the overall PreK field appears to use 
classroom observation data for program improvement 
and/or quality tracking, the results of this study suggest 
that no single overall policy model exists in terms of 
the protocol used, affiliation of the observers and the 
degree to which their reliability is initially determined 
and then tracked, and the frequency with which 
observations are conducted. The lack of consensus 
regarding a policy model may not necessarily be of 
concern, as PreK programs ideally will craft policies 
that are aligned with their respective monitoring needs 
and program resources. However, in light of the validity 
and reliability issues summarized in the first part of 
this report, the wide variation in policies also suggests 

some issues may be worth inclusion on the classroom 
observation discussion agenda as the field continues to 
define best practices.

Which Protocol(s) Should Be Used?

Although there are a variety of individual classroom ob-
servation protocols available for use in settings serving 
young children, this study suggests that the ECERS-R 
is the most common policy-prescribed protocol, ei-
ther alone or in combination with other measures, in 
state-funded PreK programs. Because the survey did 
not ask why any particular protocol was chosen, it is not 
clear if the overwhelming reliance on the ECERS-R is 
a result of its traditional status within the early care and 
education field, the emphasis on QRIS scores within a 
PreK program, and/or the degree to which early educa-
tion policymakers, observers, and classroom staff are 
familiar with the ECERS-R focus and administration. 
Also unclear is whether the inclusion of the CLASS 
in a more limited number of PreK program policies is 
due to an awareness of the validity limitations of using 
interpretations of ECERS-R data for certain monitoring 
decisions, and/or the benefits of using more than one 
measure or a protocol that focuses on a different view of 
classroom quality.

No matter what the motivation for choosing to 
use any observation protocol, of potential interest for 
the best practices discussion is the extent to which the 
interpretation of score data from each of these well-
known measures is valid for a variety of high-stakes 
purposes, including consequential decisions about 
individual teachers and PreK providers. In light of 
federal efforts to expand PreK, a related topic is how to 
manage the implications of classrooms being considered 
high-quality within one state’s early education program, 
but not as favorably rated within another state’s program 
due to the different protocols used. Also of interest is 
whether the lack of consistency in how quality is defined 
across publicly funded programs matters for children’s 
early learning outcomes. 
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What Issues Potentially Affect Observers’  
Capacity to Generate Reliable Score Data for  
Any Monitoring Purpose?

As highlighted above, 18 of the 27 programs rely on 
PreK or other program-affiliated employees to con-
duct classroom observations. It is unclear whether this 
finding is related to staffing convenience/constraints, 
available funding, or the emphasis on using score data to 
inform program improvement efforts, including teacher 
professional development and technical assistance to 
individual providers. As the consequential implications 
of monitoring decisions for early education stakeholders 
expands, another best practices discussion topic may be 
under what circumstances programs benefit, yet perhaps 
also “lose out,” when observers are familiar with class-
rooms, individual providers, and/or the overall program. 
Such a topic might be informed by the experiences of the 
four PreK programs that rely on observers who both are 
― and are not ― otherwise affiliated.

Furthermore, two of these 18 PreK programs 
report that observation score data are used to inform 
decisions regarding individual provider contracts, and 
those data are collected solely by program-affiliated 
employees. Therefore, of additional interest for the 
best practices agenda may be the rigor with which the 
reliability of these observers is tracked, as well as how 
frequently the classrooms in any “potentially defunded” 
individual provider are observed before decisions are 
made regarding their PreK contracts.

No matter what the affiliation of observers, one 
more potential item for the best practices discussion is the 
handful of programs reporting that no drift checks take 
place to ensure observers’ ongoing scoring reliability. 
While different definitions of quality already may 
exist across programs due to the variety of classroom 
observation protocol models in use, it especially may be 
difficult to “bank on” the quality of programs in states 
where ongoing observer reliability is tracked on an 
infrequent basis or not at all.

How Frequently Should Observations Take Place?

Currently, 24 of the 27 PreK programs report that they 
conduct observations in a subset of classrooms and no 
more than once per year (or even less frequently). The 
majority of PreK programs also report using observation 
score data for what might be considered “lower-stakes” 
purposes, including program improvement. As a result, 
such an observation schedule may not only be more  
program resource friendly, but also be appropriate  
for generating sufficient data to make this type of  
monitoring decision. 

However, if early education programs use 
observation score data to make high-stakes provider 
funding or contract decisions, assuming that ongoing 
observer reliability also is monitored, it will be 
imperative for future best practices discussions to 
investigate the number of classrooms, as well as the 
number of observing occasions within any classroom, 
that are sufficient for generating reliable score data.  
This especially will be critical if these data also  
inform decisions regarding the effectiveness of early 
education teachers.
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Conclusion

Collecting valid and reliable monitoring data likely will 
remain a top priority as states and the federal govern-
ment continue to expand children’s access to early 
education programs. This particularly is the case due to 
concurrent pressure to improve and ensure the quality of 
these programs and prove they are worth their cost,104 as 
well as the larger K–12 policy focus on the measurement 
of teacher effectiveness. Generating reliable classroom 
observation score data as part of this monitoring poses 
some unique challenges. Yet, because such data can pro-

vide critical information for both program improvement 
and accountability decisions, it is imperative that PreK 
stakeholders can bank on the accuracy of the data and its 
interpretation for any specific purpose and population. 
Given the less-than-robust early childhood literature base 
on the potential validity and reliability issues related to 
policies on classroom observation protocols, observer 
capacity, and frequency of observation data collection, 
the time may be right for early education stakeholders to 
include such topics in their best practices agenda.
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Frequency of  
observations in  
any classroom

All vs. some  
classrooms

Alabama First Class Voluntary  
Pre-Kindergarten Program 

x x x x x 1x/year All

Alaska Prekindergarten Program x x x x x 1x/year All

Arkansas Better Chance/Arkansas Better 
Chance for School Success 

x x x x x 1x/2 years Some

California State Preschool Program x x x 1x/year Some

Connecticut School Readiness x x x 1x/year Some

District of Columbia Public Charter School 
Pre-Kindergarten

x x x x x x

Based on charter 
renewal/review status 

or low performance 
indicators

Some

District of Columbia Public School  
Pre-kindergarten (DCPS & CBOs) 

x Unknown x 1x/year Unknown

Georgia Pre-K Program x x x x x 1x/year Some

Illinois Preschool for All x Unknown Unknown Unknown Unknown

Iowa Statewide Voluntary  
Preschool Program 

x x x x
Based on years in 

program
Some

Kentucky Preschool Program x x x x 1x/5 years All

Louisiana Cecil J. Picard LA4  
Early Childhood Program 

x x x x x x
As needed; 

no more than 1x/year
Some

Louisiana Non-Public Schools  
Early Childhood Development Program 

x x x x x 2x/year All

Massachusetts Universal Pre-Kindergarten 
and Grant 391 Program 

x x x
Based on self-assessed 

QRIS level
Some

Michigan Great Start Readiness Program x x x x x x 3x/year All

Nebraska Early Childhood  
Education Program 

x x x x
Based on year of  

PreK grant
Some

Nevada State Prekindergarten Education 
Program 

x x x x x 1x/year Some

New Jersey Former Abbott and  
Expansion Districts107 

x x x x x x x 1x/year All

New Mexico PreK x x x x 1x/year Some

North Carolina NC PreK x x x 1x/3 years Some

Ohio Early Childhood Education x x x x Based on QRIS step Some

Oregon Head Start Prekindergarten x x x x 1x/3 years Some

Pennsylvania Pre-K Counts x x x x 1x/2 years Some

Rhode Island Prekindergarten Program x x x x x x Based on protocol Some

Vermont Early Education Initiative x x x x 1x/3 years Some

Vermont Prekindergarten  
Education – Act 62 

x x x x 1x/3 years Some

West Virginia Universal Pre-K108 x x x x x x x 1x/year All
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