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Foreword

The TOEFL Monograph Series features commissioned papers and reports for TOEFL 2000 and other TOEFL® test development efforts. As part of the foundation for the TOEFL 2000 project, a number of papers and reports were commissioned from experts within the fields of measurement and language teaching and testing. The resulting critical reviews and expert opinions have helped to inform TOEFL program development efforts with respect to test construct, test user needs, and test delivery. Opinions expressed in these papers are those of the authors and do not necessarily reflect the views or intentions of the TOEFL program.

These monographs are also of general scholarly interest, and the TOEFL program is pleased to make them available to colleagues in the fields of language teaching and testing and international student admissions in higher education.

The TOEFL 2000 project is a broad effort under which language testing at Educational Testing Service (ETS®) will evolve into the 21st century. As a first step the TOEFL program recently revised the Test of Spoken English (TSE®) and introduced a computer-based version of the TOEFL test. The revised TSE test, introduced in July 1995, is based on an underlying construct of communicative language ability and represents a process approach to test validation. The computer-based TOEFL test, introduced in 1998, takes advantage of the new forms of assessments and improved services made possible by computer-based testing while also moving the program toward its longer-range goals, which include

- the development of a conceptual framework that takes into account models of communicative competence
- a research agenda that informs and supports this emerging framework
- a better understanding of the kinds of information test users need and want from the TOEFL test
- a better understanding of the technological capabilities for delivery of TOEFL tests into the next century

Monographs 16 through 20 are the working papers that lay out the TOEFL 2000 conceptual frameworks with their accompanying research agendas. The initial framework document, Monograph 16, describes the process by which the project will move from identifying the test domain to building an empirically based interpretation of test scores. The subsequent framework documents, Monographs 17-20, extend the conceptual frameworks to the domains of reading, writing, listening, and speaking (both as independent and interdependent domains). As such, the current frameworks do not yet represent a final test model. The final test design will be refined through an iterative process of prototyping and research as the TOEFL 2000 project proceeds.

As TOEFL 2000 projects are completed, monographs and research reports will continue to be released and public review of project work invited.

TOEFL Program Office
Educational Testing Service
This monograph is an initial attempt to define listening as it will be measured in the TOEFL 2000 test, within the framework delineated in *TOEFL 2000 Framework: A Working Paper* (Jamieson, Jones, Kirsch, Mosenthal, & Taylor, 2000).

This monograph is comprised of six sections. After a brief introduction, an overview of academic listening is presented, which outlines theory and research in the areas of listening in general and academic listening in particular. The third section describes theory and research on the variables that characterize academic listening and that might drive the difficulty of a listening task. The fourth section addresses technological issues for the listening section of the TOEFL 2000 test. A research agenda is presented in the fifth section of the monograph, and the final section describes the features that distinguish the TOEFL 2000 test from its predecessors.
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1. Introduction

This report is an initial attempt to define listening as it will be measured in the TOEFL 2000 test. After reviewing the literature on listening comprehension, we identified the variables that are most relevant to the skill of listening comprehension. We propose to research these variables to identify those which have the greatest impact on the difficulty of listening tasks. This information will provide a framework for the development of trial items, test specifications, and research into the validity of the listening section of the TOEFL 2000 test.

This report is divided into six major sections. The next section, an overview of academic listening, outlines theory and research in the areas of listening in general and academic listening in particular. The third section describes theory and research on the variables that characterize academic listening and that might drive the difficulty of a listening task or item. The discussion of each of the variables concludes with a proposal for how to operationalize these variables in a testing context. (The variables are summarized in Appendix A.)

The fourth section addresses technological issues for the listening section of the TOEFL 2000 test. A research agenda is presented in the fifth section of the report, which includes a framework for validation across the different skills. The final section analyzes the features that make the TOEFL 2000 test a better instrument than its predecessors. Some sample tasks are presented in Appendix C.
2. Conceptualizing Listening Proficiency

In this section, theory and research in the nature of listening in general are briefly outlined. This provides a foundation for the next section, which discusses factors that reportedly characterize and affect academic listening and considers how these factors might be operationalized.

There is a general consensus that no uniformly agreed upon definition exists for listening in either native language studies (Devine, 1978; Dunkel, 1991; Henning, 1991) or second language studies (Brindley, 1998; Buck, 1997; Lynch, 1998). Let us start simply, then, by describing listening as the process of receiving an acoustic signal, which is then structured. While reception of the acoustic signal demands real-time processing, structuring of the acoustic signal requires linguistic, situational, and cognitive interaction and integration. Both reception and structuring are affected by memory load.

First let us examine the reception of the acoustic signal. Weaver (1972) wrote that listening occurs when people receive data aurally. Sound waves strike the tympanic membrane (the eardrum) and cause it to vibrate; the energy in these waves is transformed and carried to the central nervous system where the complicated process that we call listening comprehension occurs. As Brindley (1998) writes, there is a “move away from the notion of listening as auditory discrimination and decoding of decontextualized utterances to a much more complex and interactive model which reflects the ability to understand authentic discourse in context.”

Figure 1 suggests that listening comprehension consists of a listening stage and a response stage. During the listening stage the acoustic signal is processed. At least three types of knowledge are accessed in real time during this stage: situational knowledge (SK), linguistic knowledge (LK), and background knowledge (BK). The different types of knowledge are accessed in real time as the incoming signal is processed by specialized receptive and general cognitive processes (depicted by rectangles). The result of this stage is a transformation of the incoming acoustic signal into a set of propositions (PR). Different listeners may arrive at different sets of propositions because of individual differences in knowledge, working memory capacity, and cognitive processing. The incoming stimulus, now mentally represented as a set of propositions, is operated on to produce a response that can be a selection from a set of choices, a written response, or a spoken response. The adequacy of the response (i.e., how well it demonstrates comprehension of the stimulus) is mediated by the representation of the stimulus, which in turn is mediated by knowledge and cognitive factors, and possibly by other proficiencies in the cases where a written or spoken response is required.

Situational knowledge refers to the important role of context. The listener frequently can see the person he or she is listening to and is provided with many visual clues as to the content and the implications of what is said. This important characteristic of listening is captured in this report and the TOEFL 2000 framework document (Jameson, Jones, Kirsch, Mosenthal, & Taylor, 2000) in the “situational features” category.

Linguistic knowledge includes grammar (phonology, vocabulary, morphology, and syntax), discourse, and pragmatics, which consists of illocutionary and sociolinguistic competence (Bachman, 1990). Linguistic variables are designated as “grammatical features” in this report and the framework document (Jameson et al., 2000). Cognitive demands include background knowledge, inferencing ability, and memory.
SK=situational knowledge
LK=linguistic knowledge
BK=background knowledge
PR=propositions

Figure 1. Listening and response stage of listening process
The listener has a purpose for listening and is ready to interpret what is said in terms of both expectations and background knowledge. The hearer’s process of receiving input and creating meaning, or comprehending spoken language (Pica, 1994; Van Patten & Cadierno, 1993), is affected by memory capacity as well as by purpose and background knowledge. Rost (1994) wrote that 30 to 60 seconds are required by working (short-term) memory to sort out the essential elements of the aural stimuli. Entry into long-term memory requires that the new information be integrated with old, or pre-existing, information. Working memory has processing constraints, however. Thus, if the aural stimulus contains predominantly new information, the majority of the processing time/space is needed to sort it out, and access to old information is necessarily limited. This results, in terms of Figure 1, in a propositional representation of the stimulus that may be incomplete.

Real-time constraints increase the challenge of listening comprehension. Speakers often use pauses and changes of speed to provide clues for the chunking of information (Rubin, 1994). As Buck (1997) wrote, spoken texts which a listener must process consist of short, clause-like units about seven words long and about two seconds in duration, and include a variety of features (e.g., accent and dialect, slang, and up-to-date colloquialisms) and disfluencies (e.g., fillers and hesitations, false starts, and self corrections). These features of authentic texts must be considered in a definition of academic listening.

Apart from the theoretical considerations of processing information, two issues, task and pedagogy, concern language teachers (Ur, 1984). The first is related to the types of listening activities that actually occur in real life. The second concerns the particular difficulties that are likely to be encountered by the learner when coping with these activities. Informed by theory and research, we must address these issues as we pursue our main task: developing a listening test that reflects and measures both real-life academic listening and the difficulties that second language learners encounter. The next part of this report begins with a detailed examination of possible factors that characterize academic listening and which could affect the difficulty of academic listening tasks. A brief discussion of factors outside the construct definition of academic listening that could also affect difficulty appears in Appendix D.
Identifying the Test Domain

Not all listening tasks possible in the real world are relevant for the TOEFL 2000 test. As the framework document explicitly states, the test “will measure examinees’ English language proficiency in situations and tasks reflective of university life in North America” (Jamieson et al., 2000, p. 10). Accordingly, the TOEFL 2000 listening test will focus on listening as it occurs in a university-level academic setting. Familiarity with this context will not be necessary to answer the test questions, however.

In focusing on academic listening, the assessment tasks will involve the transmittal of information and will be relevant across disciplines and levels of education. The test will measure examinees’ ability to understand both explicit and implicit information, and both concrete and abstract information. Listening skills will be assessed both separately and in combination with other language skills (i.e., reading, speaking, and writing). Because examinees will be required to use other language abilities to respond to most task types, the test will not be a “pure” measure of listening.

The TOEFL 2000 listening test will focus on language use in context, not on decontextualized skills such as phoneme recognition and comprehension of single sentence utterances. Accordingly, examinees will have an opportunity to demonstrate their ability to comprehend coherent, appropriate, and meaningful messages.

The listening tasks will vary in terms of situational features, text materials, and test rubrics, as described in the following section. The text materials will vary with respect to features which characterize authentic texts, including sandhi variation, speed, frequency of vocabulary, use of fillers, hedges, emphatics, and technical terms. The tasks will be designed to discriminate most at the middle to upper levels of English as a second language/English as a foreign language (ESL/EFL) listening proficiency.

Organizing the Test Domain

The framework document and this listening report say that the TOEFL 2000 test “will measure examinees’ English language proficiency in situations and tasks reflective of university life in North America” (Jamieson et al., 2000, p. 10). But how should this be operationalized? In other words, what is going to “drive” the development of listening tasks for the test? On what basis do we decide what tasks to include in the test and which to exclude?

One way to design the listening assessment is to decide what authentic tasks we want to include on the test, based on an analysis of the target language use situation, then decide what aspects of performance on those tasks we wish to assess and what interpretations about language ability we wish to make. Another option is to decide what communicative abilities we want to measure, then design tasks to measure these.
Although the listening team has not yet decided which of these approaches to follow, we have identified a set of listening abilities (adapted from Chapelle, Grabe, & Berns, 1997 and Richards, 1983) that we may want to assess in the TOEFL 2000 listening test. These abilities are:

1. comprehension of details and facts,
2. comprehension of vocabulary,
3. comprehension of main ideas and supporting ideas,
4. inferences about content and relationships (e.g., generalizations, cause vs. effect), and
5. comprehension of communicative function of utterances.

Once we have decided specifically which aspects of performance to measure, we will have a clearer notion of the types of questions and response formats that will need to be developed.

Identifying Task Characteristics and Variables

Now that we have identified the domain for the TOEFL 2000 listening test, we will identify and begin to operationalize the task characteristics to be included in the assessment. Based on the TOEFL 2000 framework document (Jamieson et al., 2000), we will concentrate on three sets of task characteristics: situation, text material, and test rubric. The following sections discuss each of these areas in turn.

Situation. Situation can be defined as the “extralinguistic setting in which an utterance takes place” (Crystal, 1991, p. 318). Most applied linguists today agree that a description of communicative language ability must include language use in context (Bachman, 1990; Bachman & Palmer, 1996; Canale & Swain, 1980; Chapelle, Grabe, & Berns, 1997; Hymes, 1973a, 1973b, 1974, 1976). In the TOEFL 2000 test, listening will be restricted to the types of aural input that students hear in academic situations on North American university campuses. The TOEFL 2000 framework (Jamieson et al., 2000) identified five components of the listening context, or situation features: participants, content, setting, purpose, and register. We have added another component, situation visuals, to characterize the information the visual provides, and have moved register to the pragmatic features of the text. In Jamieson et al., 2000, register is defined as “the degree of formality that is used in language” (p. 15), which is more descriptive of the nature of the text itself than of the situation.

Participants

Differences in participants have been claimed to be associated with differing performances in language use. However, much sociolinguistic work on the connections between interlocutors and language variation has focused on production. Mindful of this limitation, it is still worthwhile to examine reports on the relationship between participants.
Cathcart (1983) found that the age and authority relationship of interlocutors influenced language behavior; Ervin-Tripp (1968), Beebe (1977, 1983), and Young (1987) all found that ethnicity or social convergence were significant variables in language variation. Wolfson (1989) proposed what is known as the "bulge theory": when speech events are considered in relation to the social relationships of the speakers, one finds similarities in many of the interactions between intimates and the ones between strangers. The idea is that in these kinds of interactions, the predictability of responses is known. When the interlocutors are friends, co-workers, or acquaintances, however, there is much more variation in the verbal negotiation necessary for the speech event to be carried out.

Three variables have been hypothesized to influence differences in language use: solidarity (i.e., a participant’s intention to emphasize cohesiveness with interlocutors), power (i.e., a participant’s intention to emphasize differences in status among interlocutors), and networks (i.e., interlocking social groupings with whom participants interact regularly). Brown and Gilman (1960) is the classic study of the influence of solidarity and power on pronoun use. Studies by Friedrich (1972) and Milroy (1987) also provide evidence for the effect of solidarity on production, and this variable has been proposed as a major factor contributing to the emergence of national varieties, for example, "World Englishes" (Kachru, 1982). The influence of social networks on language variation has been hypothesized since the 1930s (Bloomfield, 1933), and was the basis for Labov’s seminal study of the language of an African-American street gang (Labov, 1972).

We will employ aspects of Munby’s (1978) taxonomy for communicative syllabus design as a way of organizing our analysis of participants. Although Munby’s work has been the target of much criticism over the years as a basis for syllabus and test design, we feel it provides a valuable checklist of variables that might be taken into account in considering which variables are relevant for particular test-taker groups. We begin by positioning our target test-taker group within a social network. In our case, the international student in a North American university would interact with a variety of interlocutors, including other students, both North American and international; professors and other instructors (including teaching assistants); and non-teaching staff such as librarians, administrators, secretaries, international student advisors, lab technicians, and health center personnel. Powers (1986) surveyed faculty members at 34 institutions across 6 disciplines (engineering, psychology, English, chemistry, computer science, and business) to find out their views on the appropriateness of various participants for measuring listening comprehension among international students. The interlocutors were as follows:

1. a professor giving a classroom lecture,
2. a librarian giving information (e.g., on how to use a new computerized card catalog),
3. a registrar explaining procedures (e.g., for adding/dropping courses),
4. a foreign student advisor giving information/advice (e.g., on course selection),
5. a laboratory or teaching assistant explaining (e.g., on an experiment or homework assignment),
6. a student health service nurse or doctor providing information (e.g., on medical care), and
7. a fellow student offering advice (e.g., on studying for an impending test).
Powers found that there were no possible interlocutors that faculty generally regarded as inappropriate. Thus, we can establish the “role set” for academic listening as including the above types of interlocutors.

Munby’s next step (pp. 69-70) is to identify particulars for each member or group of the role set in terms of number (e.g., individual, small group, large group), age (e.g., adolescent, adult, elderly, mixed), gender (e.g., male, female, mixed), ethnicity (e.g., White, Hispanic, Asian), and nationality (e.g., U.S., international, mixed). Finally, Munby determines all the possible social relationships among the interlocutors implied by the role relationships (pp. 70-73). For example, the role relationship between an international student and a teaching assistant may involve a number of social relationships: instructor/learner, adult/adult, native/non-native speaker, and male/female. The role relationship between the international student and a health service doctor may involve the following social relationships: health provider/patient, professional/non-professional, native/non-native speaker, older/younger, insider/outsider, female/male. A list of plausible social relationships (based on Munby, 1978, p. 72) relevant to an international student and academic listening is given below.

1. superior/subordinate
2. “primes”/“pares”
3. chair/member
4. evaluator/applicant
5. authority/offender
6. employer/employee
7. manager/worker
8. investigator/subject
9. mentor/mentee
10. instructor/learner
11. advisor/advisee
12. health provider/patient
13. professional/non-professional
14. insider/outsider
15. native/non-native speaker
16. older/younger generation

17. male/female

18. minority/non-minority

Note that many of these relationships may be either asymmetrical, such as employer/employee, or symmetrical, for example, female/female or learner/learner. The common characteristic of the asymmetrical relationships is often that of power, while that of the symmetrical relationships is usually solidarity or cohesiveness. Whether a relationship is based on cohesiveness or power is often determined by the status of the interlocutors with regard to the differences between them, which in the academic context may be based on age, gender, occupation, and educational standing. Thus, a social relationship between two students might be asymmetrical if one of them were of higher educational standing than the other (e.g., a senior and a freshman), or if their roles for a particular activity were that of mentor/mentee.

In addition to the symmetry of role-set relationships, two other aspects of participants have been associated with listening difficulty. First, knowledge of the role of the speaker was found to significantly contribute to item difficulty in dialogues in the TOEFL test. In some items, like one involving buying a jacket from a salesperson, the language of the speakers was tied to a specialized role, whereas in other items, the exchange was general and could be spoken by anyone (Nissan, DeVincenzi, & Tang, 1996). It is anticipated that when items have visuals that give clues about speaker roles, this difference may decrease, as the test taker will no longer need to infer the role based only on the aural text. Second, Brown (1995) hypothesized that it is easier to understand texts in which there are fewer rather than more speakers.

In summary, participant variables for the TOEFL 2000 listening test include characteristics of the speakers (e.g., age, gender, ethnicity, and occupation). The number of speakers and their relationship (e.g., whether it is symmetrical or not) will be investigated in research studies as these variables are thought to contribute to difficulty.

Content

The framework document defines content as the “subject matter included in language tasks” (Jamieson et al., 2000, p. 14). Several articles report that familiarity with content, or background knowledge, enhances listening comprehension (Buck, 1997; Chaudron, 1995; Dunkel, 1991; Lynch, 1998; Mendelsohn, 1998; Rubin, 1994), although there is evidence that for other language tasks, such as speaking, familiarity with the topic does not reduce difficulty (Douglas, 1994). In any case, variation in content/topic is a characteristic of authentic language which must be considered in the construct of academic listening.

Three areas of content have been defined as relevant for the TOEFL 2000 listening measure: academic, class related, and campus related.
Setting

Only one study examined to date tried to relate awareness of the place where listening took place to item difficulty (Nissan et al., 1996). In this study, 17 variables were examined to determine the extent to which they could account for difficulty on TOEFL’s multiple-choice dialogue items. One of the variables was location of the speakers, in which items were classified dichotomously according to whether the listener had to understand where the conversation was taking place to make sense of the utterance. This variable did not significantly affect item difficulty. However, as Lynch (1998) reports in his review of listening theories, setting provides important contextual support.

Two aspects of setting have been defined as relevant for the TOEFL 2000 listening test: its relevance to content and the actual location. Location is defined as instructional location, study location, or service location.

Purpose

Variation in speaker purpose is a characteristic of authentic language and academic listening tasks. To date, we have found no research on the effect that differing purposes might have on the difficulty of a listening task; however, the TOEFL 2000 reading team has proposed looking at four reading purposes as an organizing principle for the new TOEFL test: reading to find information, reading for basic comprehension, reading to learn, and reading to integrate information (Enright, Grabe, Koda, Mosenthal, Mulcahy-Ent, & Schedl, 2000). Moreover, they suggest that these four purposes provide a hierarchical means for organizing tasks and score reporting. These can be applied as follows to the purposes that people listen to a text:

1. listening for specific information,
2. listening for basic comprehension,
3. listening to learn, and
4. listening to integrate information.

The listening team is considering using these purposes for score reporting. A brief description of each purpose, as it applies to the listening modality, follows.

Listening for specific information requires comprehension of details of the text. Examples of this kind of listening in an academic context are listening to a professor’s announcement of a due date of a term paper, and listening to understand the four stages of an insect’s life in a biology lecture.

Listening for basic comprehension requires general comprehension of a text, such as comprehending its main idea(s) and important details related to the main idea. Comprehension of all details may not be necessary for this listening purpose.
Listening to learn includes both the ability to listen for specific information and the ability to listen for basic comprehension in a single text. The listener needs to integrate information from different parts of a text and understand the relationships between them.

Listening to integrate information includes the first three purposes, but this purpose requires the listener to integrate information from more than one text. This purpose would apply mostly to tasks that tap more than one skill, for example, where the test taker might read a text on a topic, listen to part of a lecture on the same topic, and then write a paragraph summarizing the differences.

Situation Visuals

Situation visuals will provide preliminary information to the examinees about the features of the “situation” of the stimulus—that is, who the participants are, where they are (the setting), and sometimes, the type of stimulus (text type).

A visual can provide information about the setting and give a sense of where the language is taking place. In some cases, the setting is related to the stimulus itself. For example, a lecture often takes place in a lecture hall, and checking out a book from the library usually occurs at the front desk of the library. These specific context visuals may facilitate comprehension. In other cases, the setting in the visual is not as relevant to the stimulus. For example, a conversation about a history assignment could take place in the library, outside a classroom, or elsewhere. It is not clear what impact this type of visual has on comprehension and on difficulty.

The situation visual will also provide information about the participants, and usually the role of the speakers will be apparent in the visual. For example, the visual might be a photograph of a professor in a lecture hall filled with students, a student speaking to a librarian at the front desk of a library, or two students walking into a classroom.

Sometimes the text type (type of stimulus) can be anticipated from the situation visual. For example, if the visual is of a professor in front of a large classroom, the examinees can expect to hear a lecture stimulus. A situation visual may also provide information about the topic of the text.

To sum up, situation visuals can be classified according to the type of situational information they provide:

1. Setting: relevant (e.g., visual of a lecture hall) or not relevant (e.g., visual of two people who could have been anywhere);

2. Participants: specific role (e.g., visual of a librarian) or general role (e.g., visual of two non-specific people talking); and

3. Text type: cued by visual (e.g., visual of a student giving a presentation) or not cued by visual (e.g., visual of two people talking, where it is not clear from the visual what type of discourse will occur)
Lynch (1998) reports that “there seems to be as yet no firm evidence that visual support on screen assists long term retention of spoken information.” However, the popular belief is that visuals aid in listening. More information about the role of visuals is included below under the area of “content visuals.”

**Text Material.** The framework document (Jamieson et al., 2000) specifies three components of text material: grammatical features, discourse features, and pragmatic features. Spoken texts also vary in terms of format, varying in terms of channel, content visuals, form, gestures, and length. The discussion that follows reports on research into characteristics of text material that have been associated with difficulty in academic listening.

**Format**

The format of the text material can vary in terms of the channel and form of its delivery, including the content visuals and gestures that may be a part of the stimulus, as well as the length of text. At this time all of these format features are being incorporated into our research plan to determine their effects on difficulty. Each of these features is discussed below.

**Channel.** The channel of the text in listening will be aural language. The aural text will always be accompanied by situation visuals, and may or may not be accompanied by content visuals.

**Content Visuals.** In addition to the situation visuals variable, introduced previously as a feature of situation, content visual features are included as a characteristic of the text material. Several studies suggest that, in many cases, addition of visuals reduces difficulty. A study described by Duker (1964) found that the addition of visual cues to oral speech was related to improved performance on immediate and delayed recall. Comparing student performance on audiotape vs. videotape in a beginning college-level Spanish course, Parry and Meredith (1984) report not only significantly better performance by the video group, but also more interest and greater motivation to pay attention. Rubin (1994) reported that visuals can enhance listening comprehension, but it depends on whether the visuals are consistent with the speech. Thompson (1995) echoes Rubin’s sentiment that while videos can be helpful to listening comprehension, their effects are mediated by the relationship to the speech and the proficiency of the learner. Anderson and Lynch (1988) also suggest that listeners are helped by visuals that are intended to support spoken language. Ginther (2000) investigated the effect of visuals on performance on listening items in the computer-based TOEFL test.

Content visuals can be classified in four ways, based on their relationship to the stimulus (adapted from Levin, 1989, p. 85).

1. Replicate the oral stimulus (e.g., a key word or phrase on the blackboard that is explained in the stimulus). Examinees see exactly (a part of) what they heard.

2. Illustrate the oral stimulus (e.g., a picture of a house with gables in a talk on architecture). Examinees see a picture of what is described orally in the stimulus.
3. Organize information in the stimulus (e.g., an outline of the main points of a lecture, or a diagram of a process that was orally described). Examinees see some of the information in the stimulus presented in a different way.

4. Supplement the oral stimulus (i.e., where the visual provides information that is not in the oral stimulus). Examinees see new information.

Each of the four types of content visuals can be either graphic or text or both. We predict that types 1 through 3 make items easier, and type 4 makes items harder. Texts that are accompanied by supplementary content visuals will probably involve tasks integrated with other skills, e.g., reading.

**Form.** The form of the text will be language, which may or may not be supplemented by gestures.

**Gestures.** Gestures may be defined as movements of the body for the purpose of communication, either in conjunction with or independent of verbal communication.

Gestures are of four types (Morris, 1979):

1. **Demonstrate:** Draw attention to a particular object, person, or place such as by pointing.

2. **Symbolize:** Communicate shared common meanings that have direct verbal translations, such as the “OK” sign in the U.S., which means “zero” in France and is an obscenity in Brazil.

3. **Illustrate:** Accompany verbal statements, such as gesticulating excitedly to accompany an exciting story. These are often unconscious.

4. **Mimic:** Imitate certain objects or actions, such as folding the three middle fingers and extending the thumb and pinkie, while holding the hand near the ear to indicate talking on the phone.

One might hypothesize that demonstrative gestures would enhance communication, that emblematic and mimic gestures would potentially detract from it since they tend to be more culture-bound, and that illustrator gestures would have little effect either way, playing more of a “filler” or “accompaniment” role in communication.

**Length.** Length of text has been investigated to see whether it impacts item difficulty. In the Nissan et al. (1996) study, the number of words did not contribute to difficulty, however, there was little variation in the length of the texts. Henning (1991) reported on TOEFL listening comprehension items in terms of memory load. Two of his variables were repetition of the passage and passage length. He reported that when a passage was repeated, items tended to be easier, but there was no evidence that repetition had a positive effect on discrimination, item response validity, or format construct validity. A similar pattern of findings was reported when passages were one, two, or three sentences long; the shorter were easier, but test reliability increased with longer passages. He concluded that there is no evidence that any additional burden on memory associated with passage length will negatively affect item performance.
Henning's findings must be cautiously interpreted due to his operationalization of passage length. Three sentences may not have been long enough to show differences in memory. A study on TOEFL listening items (Yepes-Baraya, Yepes, & Gorham, in press) investigated the relationship between text length and memory, using texts of up to 150 seconds, which should shed more light on this area.

Rubin (1994) reports on research which indicates a weak relationship between short-term memory and listening. Henning (1991) also administered a memory test in his study; correlations at .38 were reported with listening items. However, no evidence for the reliability or validity of the memory test was given.

For the TOEFL 2000 listening assessment, the number of words and the length of the text in time will both be examined.

Grammatical Features

The following sections discuss three types of grammatical features of texts that will be considered in developing the TOEFL 2000 test: vocabulary, phonology, and syntax.

Vocabulary. From a lexical perspective, texts vary in such features as frequency of vocabulary, use of technical terms, and modifiers such as hedges and emphatics. A number of articles make the broad claim that vocabulary load affects difficulty in listening comprehension (Dunkel, 1991; Flowerdew, 1994; Powers, 1985), yet it is unclear how one gauges the relative weight of vocabulary from one text to another. Five ideas will be described below.

Frequency of vocabulary in both the input and the rubric has been cited in the literature as one source of difficulty. Supported by Rost (1990), this hypothesis was empirically tested by Nissan et al. (1996), who reported that the presence of infrequent words in the stimulus of listening comprehension TOEFL test items resulted in significantly more difficult items. Nissan et al. used a word list of 100,000 common words based entirely on conversations in the United States, primarily between adults and some between university students. Thompson (1995) also proposed that texts containing predominantly high-frequency vocabulary will be easier to understand than those which include jargon and technical terms.

Not everyone agrees, however, that difficulty in listening for second language (L2) learners is best determined by relative frequency of words in the text of the target language. One issue involves not the frequency of a given word, but whether or not the intended meaning of the word is its most common. Anderson and Lynch (1988) presented another claim. Vocabulary that is high frequency for students will not be so for the general public. To address this concern, vocabulary could be coded as non-technical, pan-technical (e.g., words that span disciplines, such as hypothesis, significant, robust), and technical (i.e., discipline specific) and then subsequently investigated to examine relationships with item difficulty. Anderson and Lynch also claim that difficulty will be affected by the context surrounding the word, knowledge of the topic, and similarity to a word in the examinee's first language.
A second way to describe features of vocabulary is in terms of “lexical bundles.” Biber (1997) described lexical bundles as the most frequent lexical sequences to occur in a text. Examples of lexical bundles are “I don’t know why...” and “so I said, well... .” Using a corpus containing 5 million words from conversations, Biber reported that about 40% of the words in conversations occurred in lexical bundles. Such frequency might lead one to hypothesize that these lexical bundles are easy to comprehend; however, Ur (1984) cited just such colloquial collocations as examples of difficult words to understand in context due to phonemic assimilation and reduction—in other words, the fast, slurred, pronunciation of these phrases by native speakers make them hard to understand. Anderson and Lynch (1988) also stated that colloquial words and phrases may be the most difficult to comprehend. Biber comments that these bundles are usually followed by an embedded complement clause which increases the syntactic complexity of the utterance. Thus, although lexical bundles might affect the difficulty of listening tasks, it is not clear from the literature whether they make a text easier or more difficult.

Thirdly, understanding key terms is perceived as important to success and difficulty for international students (Powers, 1985). An examination of real-life lectures revealed that key terms were often restated or paraphrased two to three times (Hansen & Jensen, 1994). Whether a word is repeated or expanded seems to affect learners of different abilities differently. Restatement of nouns has been shown to help learners of low ability, whereas elaborations such as paraphrases, use of synonyms, or appositive phrases, help learners of high ability (Chaudron, 1995; Lynch, 1994; Rubin, 1994; Thompson, 1995).

Fourth, textual difficulty is thought to increase with the inclusion of cultural referents (Anderson & Lynch, 1988; Lynch, 1994). However, Nissan et al. (1996) did not find the presence of culture-specific words in the stimulus to be a significant predictor of difficulty. Perhaps it is not the use of words that captures this notion. It may be that in academic lectures, instructors make use of asides to clarify a main point, and in these asides they shift registers from formal to informal and also include broader cultural references that can be captured by word-level analysis (Chaudron, 1995; Rubin, 1994). This, then, is something to consider at the discourse level.

Finally, vocabulary types that might be associated with task difficulty include abstract words as well as modifiers of propositions. Powers (1985) suggested that abstract words and also vague words such as “some” and “very” will increase difficulty. Biber (1988) discusses four classes of words that modify propositions: downtoners, hedges, amplifiers, and emphatics. Downtoners (e.g., hardly, nearly, only, practically) serve to lower the force of the verb. Hedges (e.g., something like, more or less, maybe) are informal markers of uncertainty. Amplifiers increase the force of the verb (e.g., absolutely, extremely, fully, strongly). Emphatics (e.g., for sure, a lot, really) signal certainty. These forms might exemplify what Anderson and Lynch refer to as the “rough-and-ready use of generalized everyday words and phrases” which they associate with L2 listeners’ problems.

In sum, four variables which could affect the difficulty of listening comprehension items have been identified: the number of infrequent words, lexical bundles, hedges, emphatics, and vague words, and technical terms. It is hypothesized that a greater number of them will increase the difficulty of items.
The presence and type of restatement of key terms will be captured in the analysis of the discourse variables (degree of redundancy and propositional complexity). Another area beyond the realm of vocabulary is the use of cultural references in asides; this area will also be captured within the features of the discourse (propositional structure).

**Phonology.** “Phonological competence” as applied to “connected speech” was discussed by Rubin (1994). Phonological competence should be a major aspect of the construct of academic listening because it refers to an aspect that is uniquely relevant to processing oral text. Phonological competence is not comprehension as such, but the preliminary step to comprehension. Unless the listener is able to aurally parse the text, comprehension is not possible.

From a phonological perspective, authentic texts include variation in speed or rate and accent as well as elision, insertion, disassimilation, and assimilation, a collection of phenomena captured in the term sandhi variation.

**Pause Phenomena.** Pauses and fillers such as “um” are thought to facilitate listening comprehension (Bygate, 1987; Hansen & Jensen, 1994), perhaps by allowing more processing time or by providing boundaries for listening “chunks.” The results summarized by Rubin (1994) are somewhat conflicting, perhaps because of the lack of comparability in the subject populations. Potential interaction with level of competence was noted as well. For example, pauses may facilitate comprehension, hence reducing task difficulty, for more advanced students but may not help less proficient students for whom the task may be hopelessly difficult.

**Speech Rate.** Rubin (1994) noted that the evidence from rate studies is not easily comparable. A normal speech rate for native speakers of English is 165 to 180 words per minute (wpm), but this varies depending on the medium—conversations average 210 wpm, and lectures, 140 wpm for British speakers. Since the rate of speech varies among individuals and is negotiable between speakers, up to a point, it might seem reasonable to control difficulty through rate. However, for certain kinds of oral interaction—for example, a lecture or newscast—rate is not negotiable. Should the rate of speech for those items be manipulated to artificially slow them down? Flowerdew (1994) reported that studies show that slowing down speech (to 100 to 150 wpm) does not aid in comprehension, whereas speeding up speech (220 wpm) results in reduced comprehension. In an L1 study using compressed speech, Foulke (1962, cited in Duker, 1964) increased the rate of 175 wpm speech to 225, 275, 325, and 375 without distortion. The subjects, 291 blind children, understood with no fall in comprehension up to 275 wpm; thereafter, there was a general decline in comprehension.

**Sandhi Variation.** Sandhi variation refers to the influence that sounds have on each other in connected speech, and includes such phenomena as assimilation, insertion, deletion, and reduction. How do we deal with sandhi variation with regard to its effect on difficulty in listening? Ur (1984) cited colloquial collocations as examples of words difficult to understand in context due to phonemic assimilation and reduction—in other words, the fast, slurred pronunciation of these phrases by native speakers makes them hard to understand.
**Stress and Intonation.** Lynch (1998) writes that these prosodic features influence recognition of speech, but again, there are very few conclusive results regarding this variable’s potential effect on item difficulty.

**Accent.** Flowerdew (1994) summarizes several studies which support the common sense view that unfamiliar accents cause listeners to have difficulty. Accent can be categorized as standard North American, regional North American, standard but not North American (e.g., Australian), or non-native. The theoretical, practical, and psychometric impact of the use of accents other than standard North American accents will be investigated.

In sum, aspects of phonology that will be operationalized and investigated further are pauses, speech rate, sandhi variation, stress and intonation, and accent.

**Syntax.** It is generally assumed that a text’s syntactic complexity is related to difficulty in listening comprehension; the more complex the syntax, the more difficult the text is to understand (Anderson & Lynch, 1988, Bygate, 1987, Chaudron, 1995, Hansen & Jensen, 1994, Rost, 1990). Only one study was cited in Chaudron (1995) that noted no effect of syntactic complexity on listening comprehension; Chaudron states, though, that the operationalization of complexity as simplification vs. elaboration might not have been appropriate to measure its effect on listening comprehension.

How, then, does one measure syntactic complexity? Many articles surveyed proposed isolated examples. Anderson and Lynch (1988) and Bygate (1987) suggested that coordinating structures will be simpler than subordinating structures. The number of S-nodes (i.e., subject-verb structures) per T-units (within a sentence, independent clauses, and all attached clauses, phrases, and words) was the measure of complexity used by Cervantes and Grainer (1992). Dunkel (1991) reported that Carroll (1977) thought uniform sentence patterns within a text would be easier to process than a mix of sentence patterns. Bygate (1987) had a similar proposition: he thought that complex noun groups with many adjectives could be simplified by repetition of the same sentence structure, each with a single adjective. In another study, Henrichson (1984) reported that non-native speakers had much more difficulty than native speakers in comprehending contractions and reductions. Freedle and Kostin (1993) reported that across-clause referents and average sentence length of the first paragraph were significant predictors of difficulty in reading comprehension. Finally, Nissan et al. (1996) reported that the sentence structure of conversational turns was a significant predictor of difficulty.

The study by Hansen and Jensen (1994) was unique among those included insofar as they reported several syntactic structures that would increase syntactic complexity: nominalizations, attributive adjectives, indirect questions, complement and restrictive relative clauses, adverbial phrases, and prepositional phrases.

Obviously, there are many ways to describe syntactic complexity. Flowerdew (1994) states that there is no single parameter that can be used to adequately characterize spoken or written texts. He suggests that investigations into syntactic complexity would be better served by thinking of clusters of
features that work together—that is, by thinking of dimensions rather than single structures, citing work done by Biber.

Biber (1988, 1992, 1995) proposed five dimensions which included over 50 surface linguistic markers to account for discourse complexities of spoken and written registers. His analysis was based on two corpora containing 481 texts across 23 registers, they included approximately 960,000 words. The features and their respective dimensions appear in Appendix B. Each of the five dimensions is given a score.

In sum, a categorization of syntax will be achieved by giving the texts a value for each of Biber’s five dimensions: Involved vs. Informational, Narrative vs. Non-narrative Discourse, Situation-dependent vs. Elaborated Reference, Overt Expression of Argumentation, and Non-abstract vs. Abstract Style.

Discourse Features

Discourse features are defined in the framework document (Jamieson et. al., 2000) as those that relate to “the nature and structure of text as a whole, including rhetorical type and textual organization” (p. 16). The listening team proposes that variables categorized as discourse features include propositional structure (including coherence and cohesion), propositional density, and propositional complexity.

Because many of the features of these variables are included elsewhere in the TOEFL 2000 framework, we will restrict our view of discourse to propositional analyses.

Propositional Analyses. The degree of redundancy in a text influences the ease with which readers or listeners can comprehend the information being communicated by the text. In a highly redundant text, it is necessary to process relatively little new information. Conversely, a text with little redundancy is usually more difficult to comprehend, especially when it addresses an unfamiliar topic. Of course, this difficulty varies from listener to listener, a text that would be redundant for one person might be nearly incomprehensible for another. To estimate the degree of redundancy of a text, we expect to use analyses of the propositions in the text.

Propositions are representations of information content (Brown & Yule, 1983). Brown and Yule (1983) note the difficulty of conducting a proposition-based analysis of text, mainly because the process of identifying propositions is subjective (Kintsch, 1974); however, several authors have since attempted to define approaches to identifying the propositional structure of lectures, which includes topics and subtopics as well as coherence and cohesion.

One approach is described by Hansen (1994). In her research, she identifies topics in lectures through topic-shift markers, a structural basis for dividing a text into smaller units (p. 133). According to Schriffin (1987), Hansen (1994), and Brown and Yule (1983), topic-shift markers have these characteristics:
1. They can be syntactically detached from a sentence.
2. They are commonly used at the beginning of an utterance.
3. They operate at the local and global level of discourse and on different planes of discourse.
4. They have no or only a vague meaning or are reflexive (Hansen, 1994, p. 136).

Hansen identifies topic-shift markers and uses a combination of Givón’s (1979) sentential topic continuity measurements and a topic framework (Brown & Yule, 1983), which consists of “people, places, entities, events, facts, etc. already activated for both participants [the speaker and the audience] because they have been mentioned in the preceding conversation” (p. 79). The analysis yields major topics (main ideas), subtopics (supporting information), and minor points (modifiers of subtopics).

Young (1994) describes another approach which may be more useful than Hansen’s for the identification of propositions because the text is analyzed on the basis of six features rather than a potentially infinite set of topic-related categories. Young identifies the macro-structure and micro-structure of lectures using a technique she calls phasal analysis. In phasal analysis, the strands of discourse that recur in and structure a spoken text are identified. To identify phases, Young used six primary configuration categories:

1. discoursal structuring—segments that identify or announce the direction the speaker will take,
2. conclusion—segments that summarize points,
3. evaluation—segments that evaluate information that has been given or is about to be given by indicating a personal endorsement or disagreement,
4. interaction—segments through which the speaker maintains contact with and reduces distance from the audience to help ensure that understanding takes place,
5. theory/content—segments that reflect the speaker’s purpose and transmit information about theories, models, or definitions, and
6. examples—segments that illustrate concepts with concrete examples that are familiar to the audience.

Three steps are taken when applying the configuration categories in phasal analysis. First, each line of text is analyzed for semantic and syntactic choices; second, the configuration category (from the six listed above) is identified; and third, phases are labeled and all lines that constitute a phase are listed.

Both schemes for the identification of propositions require investigation to determine whether propositions can be efficiently and reliably identified to allow meaningful operationalization of propositional structure.
Coherence and Cohesion. Based on the assumption that category of text (function and text type) does not determine difficulty, but that other features of the text might, classifying texts by the type and number of coherence and cohesion features is a possible approach. Halliday and Hassan (1976, reported in Hatch, 1992) identify five types of cohesive ties: reference, substitution, ellipsis, conjunction, and lexical. These five types are broken down as follows:

1. **Reference**
   - pronouns
   - demonstratives
   - comparatives

2. **Substitution**
   - verbs
   - nouns
   - clauses

3. **Ellipsis**
   - verbs
   - nouns
   - clauses

4. **Conjunction**
   - additive
   - adversative
   - causal
   - temporal

5. **Lexical**
   - repetition
   - synonym
   - superordinate related words
   - general related words

The cohesion and coherence of a text may be characterized by a value for each of the five types of ties.

Once cohesive ties, coherence, topics, subtopics, and subtopic modifiers have been identified, the propositional structure of a text can be characterized. Propositional density, the ratio of new propositions to the total number of propositions, and the ratio of propositions to speaking time, can be calculated. Propositional complexity, the degree to which a text deviates from the linear presentation of ideas, can also be determined.

**Pragmatic Features**

Features related to pragmatics are text type, rhetorical function, and register. Chapelle, Grabe, and Bems (1997) enumerate text types for listening as informal conversations, formal discussions, interviews, lectures, debates, newscasts, and orally administered instructions. The listening team has adopted this term and categorized this characteristic of text as a pragmatic feature rather than as a discourse feature. The framework document also states that pragmatic features of texts include
function which here refers to the rhetorical function of the speaker. Pragmatics also includes register, which we will characterize by how planned the text is.

Text Type. Text type is the term used by the listening team to designate whether the text is a lecture, conversation, or discussion. Shohamy and Inbar (1991) report that different types of spoken texts are associated with different degrees of difficulty; however, it seems likely that it is not text type itself which drives difficulty, but grammatical, discourse, or pragmatic features such as register. Text type is important, however, for test construction purposes and will be a part of the organizing matrix for the TOEFL 2000 listening team. The five text types proposed at this time are:

1. lecture: a monologue delivered in a formal academic setting, usually by a professor,
2. interactive lecture: a lecture delivered in a formal academic setting, where students may ask questions for clarification or the lecturer may ask students questions,
3. consultation: a group of speakers discussing academic or class-related material (e.g., a student asking a professor questions during office hours),
4. group discussion: a group of speakers discussing academic material in an imposed structure (e.g., students in a study group or students performing a classroom activity assigned by the professor), and
5. conversation: a group of speakers talking about class-related or campus-related material (e.g., a student looking for a book on reserve in the library).

Function. The function of the speaker is the speaker’s reason for the speech event. Although this variable is not expected to affect difficulty, a list of the functions appears in Appendix A.

Degree of Planning. Sociolinguistic competence, a feature of pragmatic competence (Bachman, 1990), is represented by register. The listening team has decided to focus on one aspect of register, the degree of planning, which is related to the delivery of oral texts. Some lectures are carefully scripted before they are given, whereas others are given based on brief notes. Although we have no citations from the literature on how degree of planning itself might affect item difficulty, some of the grammatical features of language that are associated with more vs. less planning, such as the type of vocabulary and sandhi variation, have been discussed earlier in this report. The listening team proposes that the degree of planning of a text be one of the organizing features of test construction. We anticipate that the different degrees of planning will be manifested in the other text variables, such as discourse and grammatical features.

The degree of planning variable will be defined as planned, somewhat planned, and unplanned.

Other sociolinguistic variables which might be included are sensitivity to dialect or variety, sensitivity to naturalness, and understanding of cultural references (Bachman, 1990). We propose that
another sociolinguistic variable described by Bachman, understanding of figures of speech, be included under vocabulary, perhaps as part of the jargon/technical terms category.

Test Rubric. In the framework document (Jamieson et al., 2000), test rubric includes three elements: questions/directives (type of information, type of match, and plausibility of distractors), response format, and rules for scoring. We have expanded test rubric to five elements: instructions, question format, item-text interaction, response format, and rules for scoring. We added instructions and question format to separate them from questions/directives and renamed questions/directives to focus on the interaction between the item and the text.

Instructions

Instructions provide the test taker with explicit information about the nature of the test task (e.g., the ability being measured by the task, how to respond, and how the response will be scored) (Bachman & Palmer, 1996; Douglas, in press). Instructions may inform the test taker about the measurement objective of the task, its structure in terms of the number of tasks or items, their sequence, and their relative salience and importance. The instructions may also indicate how much time will be allotted for the task and provide information about scoring criteria and procedures. The channel for presenting the instructions may be aural, visual, or both.

Question Format

Question format refers to how the questions are formulated and is defined by channel, form, and time allotment (Bachman, 1990; Bachman & Palmer, 1996; Douglas, 2000). The channel may be aural, visual, or both; that is, the questions may appear on a computer monitor or in a test booklet, or they may be presented only aurally, or they may be presented in both mediums simultaneously. The questions may be presented as language, the most common form, but they may also be presented non-linguistically, in the form of pictures or diagrams, for example, or in both mediums. The questions may be presented for a limited amount of time, restricted either mechanically (e.g., when presented visually, they disappear from the screen after some number of seconds) or naturally (e.g., when presented aurally). The test takers may also be given unlimited time to process the questions, as, for example, when they are presented visually, and the test taker has control over when to respond and move to the next question.

Another aspect of the question format that could be considered is the directedness of the question, which refers to how specifically the question is asked. For example, “What does the man mean?” is less directed (i.e., less specific) than “What does the man mean to say about computers?” However, Nissan et al. (1996) found that this variable did not impact difficulty significantly.

Question format will be categorized in terms of channel, form, and time allotment.

Item-Text Interaction

The interaction between the item or question and the input text refers to the kind of information that listeners have to understand to successfully answer a question. It includes both the question or
stimulus, and the oral input text. Features reported to affect listening difficulty in this regard are: the presence of negatives and infrequent words in the question and the text, the "inference load" imposed by the question, the abstractness or concreteness of the information requested, the type of match between the question and the information in the text, the memory load imposed on the test taker, and the plausibility of the distractors.

*Type of Information Requested.* Difficulty of listening items varies as a function of the inference load the item imposes. This has been examined from two perspectives: phonological processing and cognitive load. Weaver (1972, p. 9) described two kinds of data in a verbal message: explicit and implicit. "A good listener hears the explicit data, but he 'hears' the implicit data too." In the case of dialogue items, the explicit case occurs if the correct answer is a paraphrase of something that is actually stated in the text; the implicit case occurs when the correct answer requires an inference beyond what is explicitly stated in the text. This variable impacted difficulty in the Nissan et al. (1996) study: explicit items were easier than implicit items. The basis for the inference may not so much be what is explicitly stated in the text or not, but aspects closer to oral communication, such as intonation and other spoken language variables. Although intonation was studied in the Nissan et al. (1996) study, it was not found to be a significant predictor of difficulty. However, because their analyses were based on written transcripts of the stimuli, Nissan et al. recommend that future studies be based on the aural stimuli themselves. Thus, both the linguistic ability to understand intonation and the cognitive ability of inferring seem important in listening.

Finally, an item can be more difficult if the information it requires is more abstract than concrete (see Jameson et al., 2000).

For the TOEFL 2000 listening test, type of information will be categorized in terms of whether the information tested was stated explicitly in the text or whether it was implicit. Also, the concrete nature of the information will be captured using the scale defined in Jameson et al. (2000, pp. 64-66).

*Type of Match.* The type of match refers to the way examinees process text when they respond to a question. It includes the processes used to relate information in the question to the necessary information in the text, as well as the processes needed to either identify or construct the correct response (see Jameson et al., 2000).

Henning (1991) investigated the effect of level of processing on item difficulty. He developed a "comprehension hierarchy" where items requiring information from one sentence were at the lowest end, and items in which information was required from three sentences were at the highest end. The level of comprehension processing had no effect on item difficulty. However, the differences between one and three sentence texts may not be great enough to require different kinds of processing.

Nissan et al. (1996) reported that presence of negatives and infrequent words in the stimulus accounted for item difficulty. This suggests the need to examine the vocabulary and syntax in the question as well as in the specific area in the oral text where the answer is located. Evidence that the linguistic characteristics of the section of the text where the answer is located has been indirectly provided for with regard to vocabulary. Restatement of nouns has been shown to help learners of low
ability, whereas elaborations such as paraphrases, use of synonyms, and appositives helped learners of high ability (Chaudron, 1995; Lynch, 1994; Rubin, 1994; Thompson, 1995).

Jameson et al. (2000, p. 21) provide a framework for capturing the process that test takers go through when answering a question. For listening, we have changed the first category (locate) to “remember,” as in listening, test takers do not go back to a written text to locate an answer. Thus, the four process categories for listening are remember (a detail), cycle (two or more details), integrate (cycle and identify a relationship), and generate (cycle and construct a relationship). In addition, the features of the text where the answer is located will be classified, as it is hypothesized that they will contribute to difficulty. For the initial analyses, we propose to examine the position of the answer in the text, as well as the syntax, vocabulary, rhetorical function (identify, define, describe, etc.), and phonological features of the text where the answer is located.

**Plausibility of Distractors.** The distractor set plays an important role in many item types. In the multiple-choice format, the attributes of the option set may contribute to the psychometric attributes of the item. Systematic rationales can be used in the distractor construction. For example, the distractor sets for analogy items are very different for GRE® and SAT® items. For GRE analogies, which need to be harder than SAT analogies, the options differ from the answer only slightly, but only one exhibits the exact semantic relationship with the stem. By contrast, for SAT analogies at least some distractors are often from different semantic classes or from no discernible class.

Some research has discussed distractors in terms of their relationship to the text. First, although explicit vs. implicit information in some sense deals with the nature of the stem-key relationship, it has potential implications for the construction of distractor sets. For example, if a key is a paraphrase, by what principle should the distractors be constructed? Should they also be paraphrases of stimuli text?

Second, items are least difficult when none of the distractors refers to information in the text. As more distractors refer to parts of the text, difficulty should increase. As the distractors share more in common with the key, difficulty should increase. Similarly, if the distractors refer to text in the proximity of the text corresponding to the key, difficulty should increase. In fact, a review of research prepared by Freedle and Kostin (1996) noted that “lexical overlap” was strongly implicated in the difficulty of listening items and was also related to difficulty in reading assessment items.

Third, Nissan et al. (1996) recommended that “designing distractors with plausible responses to the first speaker’s utterance appears to be a reasonable way to create difficult items” (p. 28).

Other studies investigated only the response set. Studies by Nissan et al. (1996) and Freedle and Kostin (1993) investigated the lexical and syntactic characteristics of the correct answer and the distractors and found a number of variables which predict difficulty. Henning (1991) investigated the length of answers and found that shortened response options were generally easier than the unshortened TOEFL response options. Position of correct answer simply refers to the location of the key within the option set. It is reassuring that this variable did not significantly impact difficulty in the Nissan et al. (1996) study.
There appears to be convergent evidence that the difficulty of listening items can be manipulated through the characteristics of the option set. It remains to be discussed and investigated what the appropriate role of that variable might be in the design of a new listening exam. Specifically, should all items be constructed according to a standard option set, and thereby hold the effect on difficulty constant across items? Or should items vary in their option set? Since this variable is, at least to some extent, an artifact of the response format it would seem that the former is preferable. That is, the construct as currently defined stresses the “nontest purpose” of the exam. Therefore, we might maximize correlation with performance criterion by not relying excessively on a difficulty effect that is achieved through the option set. Of course, if, as was the case with the GRE analogy items, the processing of the option set can be made to tap the construct we are interested in, then the objection would not apply.

We have revised the Jamieson et al. (2000) analysis of distractors to capture the number of plausible distractors in the text, adding a category for distractors that are not in the text but are plausible responses to the speaker. In addition, the location of the distractor(s) will be identified.

**Response Format**

Characteristics of the format of the response the test taker is asked to provide include the channel, type, and time allotment (Bachman & Palmer, 1996). The test taker may be directed to respond orally, in writing, or to read options. The response type may be selected, as in a multiple-choice task, limited, as when a single word or short phrase is required, or extended, as in an essay. The test taker may be given a limited amount of time to complete the task, or be placed in control over when to respond and go on to the next question or task.

**Rules for Scoring**

The rules for scoring include the criteria for correctness of responses and procedures for scoring or rating them. The criteria may refer to aspects of language knowledge (such as grammar, vocabulary, or pragmatics), to communicative abilities (such as comprehending main ideas and details, extrapolating from the text to other situations, analyzing the text critically, and inferring attributes of the speakers, the situation, or the topic), or to whether a task was appropriately completed. Scoring procedures may involve merely deciding which responses will be counted as right or wrong, as in a multiple-choice task, assigning partial credit to responses, or developing a scale for rating various qualities of responses (Douglas, in press).

**Defining Task Parameters**

Tasks in the TOEFL 2000 listening test will be defined in terms of rubric and input. *Rubric* refers to that part of the test which gives the test taker explicit information about the nature of the task as a measuring device; it consists of instructions, question format, item-text interaction, response format, and rules for scoring. *Input* refers to the specific material that the test taker must process in taking the test, and consists of situation prompts and text.
To ensure that the new listening test is comprehensive and well balanced, it will be necessary to design tasks that target a large array of task parameters. Table 1 and 2 present checklists indicating the specific aspects of rubric and input that test developers must consider in constructing the listening tasks for the TOEFL 2000 test. Three sample tasks, each accompanied by a completed set of checklists, are presented in Appendix C.

Table 1
Checklist of Task Parameters: Rubric

<table>
<thead>
<tr>
<th>Instructions</th>
<th>Channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure</td>
<td>number, salience, sequence, importance of tasks</td>
</tr>
<tr>
<td>Time allotment</td>
<td>limited, unlimited</td>
</tr>
<tr>
<td>Scoring criteria, procedures</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question format</th>
<th>Channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Form language and non-language</td>
<td></td>
</tr>
<tr>
<td>Time allocation</td>
<td>limited, unlimited processing time</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Item-text interaction</th>
<th>Type selected, limited production, extended production</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of information requested</td>
<td>concrete/abstract</td>
</tr>
<tr>
<td>Type of match</td>
<td>process: remember, cycle, integrate, generate</td>
</tr>
<tr>
<td>Plausibility of distractors</td>
<td>text characteristics: position (beginning, middle, end), syntax, vocabulary, phonology</td>
</tr>
<tr>
<td>response format</td>
<td>number: none, plausible response, one, two or more</td>
</tr>
<tr>
<td>Rules for scoring</td>
<td>location: end, middle, beginning</td>
</tr>
<tr>
<td>Criteria for correctness</td>
<td>areas of language knowledge, communicative abilities, task completion</td>
</tr>
<tr>
<td>Procedures for scoring</td>
<td>right/wrong, partial credit, rating scale</td>
</tr>
</tbody>
</table>
## Table 2
Checklist of Task Parameters: Input

<table>
<thead>
<tr>
<th>Situation prompt</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants</td>
<td>instructor, student, service personnel</td>
</tr>
<tr>
<td>Topic</td>
<td></td>
</tr>
<tr>
<td>Academic</td>
<td>life sciences, social sciences, humanities/arts, physical sciences</td>
</tr>
<tr>
<td>Class related</td>
<td>assignments, due dates, textbooks</td>
</tr>
<tr>
<td>Campus related</td>
<td>registration, advising, health care, library help</td>
</tr>
<tr>
<td>Setting</td>
<td></td>
</tr>
<tr>
<td>Instructional location</td>
<td>lecture hall, classroom, seminar room, laboratory</td>
</tr>
<tr>
<td>Study location</td>
<td>dorm study room, library, instructor’s office, computer center</td>
</tr>
<tr>
<td>Service location</td>
<td>health center, bookstore, registrar’s office, business office, advisor’s office</td>
</tr>
<tr>
<td>Purpose</td>
<td>listen for information, listen for comprehension, listen to learn, listen to integrate</td>
</tr>
<tr>
<td>Situation visuals</td>
<td>topic, setting, participants, text type</td>
</tr>
<tr>
<td>Text</td>
<td></td>
</tr>
<tr>
<td>Format</td>
<td></td>
</tr>
<tr>
<td>Channel</td>
<td>aural, aural and visual</td>
</tr>
<tr>
<td>Content visuals</td>
<td>replicate, illustrate, organize, supplement</td>
</tr>
<tr>
<td>Form</td>
<td>language, language and non-language</td>
</tr>
<tr>
<td>Gestures</td>
<td>demonstrative, symbolic, illustrator, mimic</td>
</tr>
<tr>
<td>Length</td>
<td>words, time</td>
</tr>
<tr>
<td>Grammar</td>
<td></td>
</tr>
<tr>
<td>Vocabulary</td>
<td>technical, pan-technical, non-technical, frequency lexical bundles, hedges, emphatics</td>
</tr>
<tr>
<td>Phonology</td>
<td>pauses, fillers, contractions, interruptions, stress, intonation, accent</td>
</tr>
<tr>
<td>Syntax</td>
<td>complexity</td>
</tr>
<tr>
<td>Discourse</td>
<td></td>
</tr>
<tr>
<td>Propositional density</td>
<td>ratio of new to total propositions</td>
</tr>
<tr>
<td>Proportional structure</td>
<td>ratio of propositions to speaking time</td>
</tr>
<tr>
<td>Propositional complexity</td>
<td>cohesion</td>
</tr>
<tr>
<td></td>
<td>coherence</td>
</tr>
<tr>
<td></td>
<td>topics, subtopics, details</td>
</tr>
<tr>
<td>Pragmatics</td>
<td></td>
</tr>
<tr>
<td>Function of the speaker</td>
<td>give directions/instructions, recommend/suggest/advice/persuade, complain/apologize/forgive, give opinion/agree/disagree, describe/define/compare/summarize/classify, hypothesize/predict/speculate, request/invite, narrate</td>
</tr>
<tr>
<td>Text type</td>
<td>lecture, interactive lecture, consultation, group discussion, conversation</td>
</tr>
<tr>
<td>Degree of planning</td>
<td>planned, somewhat planned, unplanned</td>
</tr>
</tbody>
</table>
4. Technological Issues

We read with interest the TOEFL monographs on technology for the TOEFL 2000 test, particularly *A Review of Computer-based Speech Technology for TOEFL 2000* (Burstein et al., 1999). Although the paper suggests that speech synthesis technology could be used for certain types of listening comprehension tasks, we do not at the present time see any advantage to using such technology in place of compressed digitally recorded input texts. We will, of course, continue to stay informed about developments in this area and may suggest at a later time that experimental test tasks using speech synthesis be devised and field-tested. For the moment, we offer the following observations with regard to technology in the TOEFL 2000 listening component:

1. We assume that the technology being used to deliver the listening component of the current CBT TOEFL test—that is, compressed digital sound and visuals—will continue and even be enhanced by the time the TOEFL 2000 test is operational.

2. We would like to explore the possibilities offered by real-time video. We need to know whether there is a measurement advantage in the use of video over the use of sequenced still photos. There is no doubt that video offers the potential for enhanced face validity and authenticity, although there is a lot of concern about its potential for distraction. There is also a question about its cost effectiveness, owing in part to video production costs and in part to uncertainty about the recyclability of video vs. sequenced still photos.

   As for the measurement advantage, we have in mind the potential offered by interactive compact disk-computer technology, which offers test takers options such as revisiting various parts of the input for confirmation and comprehension purposes, calling up resource materials such as a dictionary or thesaurus, and requesting repetition of questions. The computer can easily track the number and type of such requests and the speed with which responses are made (see Douglas, 1988, for a review). Of course, it would still be unclear whether there were any advantages to using video vs. single or sequenced still photos. However, the listening team would like to explore this issue before deciding against video for purely financial reasons.

   We would like to explore, too, the possibility that the high cost of video could be ameliorated somewhat by using parts of each tape for different tests and tasks. For example, a thirty-minute video of a class in which the instructor gave a mini-talk, engaged the students in an academic discussion, and then assigned them to small groups to complete a task could provide input for several listening and integrated tasks.

3. As for integrated tasks, in which test takers listen to some input and then respond by writing or speaking, we might like to explore with the speaking and writing teams the possibilities offered by computerized template-scoring of spoken and written production.
5. Research Agenda

In this section we discuss the outline of a research agenda in support of listening comprehension. The primary goal of the agenda is to yield a test blueprint within a three-year period. The agenda is structured in such a way as to make it possible to document the improvements that we will want to claim with respect to score meaning and consequences, as well as to guide the research to support those claims.

Because the TOEFL 2000 test will be delivered by computer, a comprehensive research agenda needs to include research on issues motivated by the medium, in addition to proficiency-specific research. In a recent review of several computer-based testing efforts, Bennett and Bejar (1997) argued that almost every aspect of the system is implicated in score meaning and test consequences. In their scheme, construct definition, task design, and test design occupy a central role. Much of the foregoing framework has been devoted to laying a foundation for construct definition, task design, and test design. We view the research agenda as a series of studies that will inform the development of a test blueprint, which is a detailed set of psychometric and content specifications. Item pools are created based on this test blueprint, and from the pools, tests are produced. The tests will yield scores that lead to valid inferences about the test takers.

Task design refers to the enumeration of a set of possible tasks, and evaluation of their psychometric feasibility. Test design refers to a series of constraints, such as the amount of time allocated to the exam, and the required number of items of a particular type.

The test blueprint can be thought of as a "base form" that serves as the basis for constructing a pool of items in such a way that all the items in the pool are used with essentially the same frequency. This precise and highly targeted approach to item pool design is in contrast with the traditional approach, where items accumulate in a pool as a result of the pretesting process, and then test forms are created from the pool according to a selection algorithm (Stocking & Swanson, 1992). By building the pool with a particular base form in mind we are enforcing selection criteria, as in the traditional approach, but with the advantage that the item pool is constructed with those criteria in mind. Therefore, no effort is wasted creating tasks that will seldom be used.

Construct definition, task design, and test design are critical components in developing a new assessment, but not the only ones. Another important component is the nature of the scoring process, especially if it is an automated process. In that case, scoring is strongly linked to interface and tutorial design. For example, to avoid overly complex scoring procedures there might be a temptation to use simpler tasks that are more amenable to automated scoring, but this could be at the expense of construct coverage. To avoid that possibility, while maintaining construct coverage, the interface may need to be somewhat complex, in which case tutorial design becomes a major mechanism to prevent irrelevant constructs, such as facility with computers, from affecting performance. These same considerations affect, and are affected by, the availability of appropriate test development tools, such as on-line corpora and dictionaries. Certain item types may be very expensive to produce without appropriate tools, which could lower their likelihood of appearing in the blueprint. Finally, all of these considerations ultimately impact score reporting.
Organization of Validity Evidence

Clearly, the transition to the TOEFL 2000 test needs to be supported by research that will ultimately support our assertions about test scores. It is convenient and useful to map the reality of CBT design onto validational schemes to ensure that scores satisfy validational criteria. To achieve this objective we resort to broad schemes of test validation (Messick, 1989). Specifically, we distinguish between evidentiary and consequential aspects of validity. The evidentiary basis of validity refers to the empirical linkages one can bring to bear to support score meaning. The consequences of using a measurement instrument are now also considered part of validation (Messick, 1989). Of particular relevance to this agenda are the consequences with respect to language instruction. Both the evidentiary and consequential aspects of validity can be approached empirically through a distinction made by Embretson (1983), namely construct representation and nomothetic span. Construct representation refers to the internal consistency of evidence regarding the definition of the construct, whereas nomothetic span refers to evidence relating the construct to other constructs.

The crossing of these two dichotomies—evidentiary/consequential and construct representation/nomothetic span—yields a 2 x 2 table (Table 3). This table can be used to plan a series of research studies, which, if carried out with positive results, would form the basis for claims about score meaning and consequences. Moreover, by using this scheme at the design stage we are forced to consider what we wish and do not wish to measure as part of the construct of listening comprehension, and what consequences we might hope for or strive to avoid. Thus, we can attempt to build validity into the scores rather than leaving validation as the last step in the research and development process.
Table 3
A 2 x 2 Scheme to Guide Test Development and Validation

<table>
<thead>
<tr>
<th></th>
<th>Construct representation</th>
<th>Nomothetic span</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Evidentiary</strong></td>
<td>What is the construct as judged by internal evidence regarding construct definition, task</td>
<td>What is the evidence regarding what the construct is or is not by examining construct definition, task design, test design, scoring procedures, and</td>
</tr>
<tr>
<td></td>
<td>design, task design, test design, scoring procedures?</td>
<td>examining listening comprehension performance in relation to other linguistic proficiencies?</td>
</tr>
<tr>
<td><strong>Consequential</strong></td>
<td>What are the positive and negative implications of the construct as represented through task</td>
<td>What are the positive and negative implications of the set of interrelationships between listening comprehension and other linguistic proficiencies or</td>
</tr>
<tr>
<td></td>
<td>design, test design, interface, and tutorials, and as perceived by different constituencies?</td>
<td>variables, such as linguistic background?</td>
</tr>
</tbody>
</table>

**Evidentiary/Construct Representation.** This cell of Table 3 deals primarily with evidence regarding construct definition, task design, test design, and scoring procedures. These components essentially define the meaning of scores that are ultimately reported; therefore, research to justify the choices we ultimately make is critical. By carefully documenting deliberations regarding these components, we record some of the justifications for score interpretation. Moreover, the cell provides an action plan. Earlier in this document we recast research on listening comprehension into a set of variables to guide the conception of listening comprehension tasks and to study the basis for variation in difficulty. Consequently, the research agenda calls for investigations of these variables as determinants of difficulty and the creation of listening comprehension tasks consistent with the framework. To the extent that the tasks are not objectively scored, research is also needed to identify scoring procedures and the extent to which the scoring can be automated. Factors that are not relevant to the construct but that may affect difficulty are discussed briefly in Appendix D.

**Evidentiary/Nomothetic Span.** This cell is concerned with gathering evidence regarding what the construct is, or is not, through examination of its relationship with external variables. Whereas construct representation can be examined at the item level, nomothetic span is best examined at the score level. Therefore, we may not be able to collect information about the relationship between listening comprehension performance and other variables until it is possible to estimate proficiency. Nevertheless, some aspect of nomothetic span can be examined early on at the item level, for example, by looking at performance on certain kinds of tasks based on listening and reading texts. Some discussion of reading and listening appears in Appendix E.
Consequential/Construct Representation and Nomothetic Span. The bottom two cells of Table 3 deal with real or perceived consequences. Because it may be too late by the time unintended negative consequences are discovered, it is important to be vigilant during the design stage to avoid them if possible. The experience of other CBT efforts is likely to be a valuable source of learning. For example, the scheduling algorithm that is or is not used in test centers (e.g., Lewis, Sheehan, & Swanson, 1994) can affect construct representation in ways that have consequences to students. If scheduling bottlenecks were to occur they would constitute an unintended negative consequence of computer-based testing that could have, or could be perceived to have, potential fairness implications.

Testing Time and Test-Task Design

Discussions about testing time can be facilitated by clearly defining the range of proficiency we aim to measure so that the best measurement can be obtained in the shortest period of time. However, because the emphasis in the exam is on the assessment of communicative competence, it may be necessary to use a significant number of open-ended tasks. An important consideration is the relative amount of testing time to be allocated to open-ended tasks versus selected-response tasks. In general, open-ended tasks require more time and yield less reliability per unit of testing time than do selected-response tasks. Therefore, the time requirements of different possible tasks will be kept in mind and ways of scoring performance to maximize information yield will be identified.

Security

Computer-based testing raises important test security issues as illustrated by the first generation of computer-based tests. A critical aspect of the development of computer-administered tests is that design practices and procedures be implemented to preclude the possibility of items, or the entire item pool, becoming compromised through overexposure. Significant progress has been made in the multiple-choice arena to achieve this objective under an adaptive multiple-choice test design (e.g., Stocking, 1993). Applications for an open-ended response format have been less well investigated. One possible approach for an open-ended test design would be to create several test forms and rotate their use. A natural extension of this idea is to construct linear forms "on the fly" for any given test taker, so that each test taker is administered a different set of items. The approach is also well rooted in psychometric theory in that it is in concert with psychometric models that emphasize sampling as a basis for score interpretation and response modeling as opposed to the postulation of a latent trait (Tryon, 1957, Shoemaker, 1975).

Systematic Item Writing

Although the approach described above has favorable security implications, it also has a price. The specifications for constructing items or tasks need to be far more detailed than the usual specifications. Templates, such as the ones described in the section on sample tasks, need to be developed for each kind of listening task. Moreover, the specifications need to address not only content considerations but psychometric ones as well. This framework and the research that follows it can guide the overall

---

1 This is currently being done in the reading section of the TOEFL computer-based test.
conceptualization of the item pool as well as the systematic construction of the items. Moreover, by relying on computer-based tools for test development the process can be more efficient.

**Alternative Test Designs**

In computer-based testing, two aspects of efficiency are important: item exposure rate and testing time. From a purely efficiency perspective, a test design that minimizes the exposure of item pools and is as short as possible is preferable. Higher exposure rates lead to higher maintenance costs because as items reach a certain exposure level they can become compromised. Longer tests lead to higher costs because in computer-based testing, test center costs are computed as a function of an hourly rate. To lower costs, test designs may be possible that capitalize on the computer as a delivery medium. For example, it is possible to design a two-stage adaptive test, where candidates below a desired level of proficiency are terminated in the first stage and only applicants not terminated in the first stage proceed to the second stage. The efficiency gains in this case result from savings in testing time and minimizing the exposure of tasks in the item pool designed to discriminate at a higher level of proficiency.

**Logistics**

The foregoing suggests the highly interrelated and complex nature of all aspects of the design. Much needs to be investigated and there is relatively little time to carry out the research. Therefore, we plan to start with the most basic research as soon as possible, and to proceed so that the research from one year feeds into the research for the following year.

**Year 1.** The first year will be devoted to four major efforts: conducting a needs analysis, analyzing variables in current computer-based TOEFL test items, prototyping new tasks, and establishing an oral academic corpus. The needs analysis will be based on responses from a variety of constituencies, such as test takers, university professors, and ESL experts.

The second major effort is to conduct analyses of computer-based TOEFL test items with the goal of identifying which variables fit the current framework and determining which variables contribute to difficulty. These studies will be along the lines of the Nissan et al. (1996) study but based on the variables as defined in the current framework. The following variables from the present framework have been identified as applicable to computer-based TOEFL test items:

1. number and symmetry of participants,
2. purpose of listener,
3. text type, degree of planning, and task type,
4. content visuals (Types 1 through 3),
5. discourse analyses: determine a system and how to apply it efficiently to capture propositional structure, propositional density, propositional complexity, and

6. item-text interaction.

The third major effort is to develop prototypes of potential tasks not in the current computer-based TOEFL test. The prototypes will provide information on:

1. the number of speakers in a stimulus,

2. the use of supplement visuals to accompany the audio stimulus,

3. the impact of gestures in video and still photos,

4. the use of response types other than selected response,

5. tasks integrated with the modalities of speaking, writing, and reading, and

6. the effects of notetaking

Each prototype will be evaluated according to whether it taps aspects of the construct that are not included in the computer-based TOEFL test. Practical issues will also be evaluated, such as:

1. Can multiple instances be produced efficiently and stored?

2. What range of proficiency does the task measure?

3. Can responses be scored automatically or objectively? If not, can judges be trained to reliably score them?

The conception of new item types will necessarily proceed without complete knowledge of how the framework variables affect difficulty. To wait until the potential new item types have been prototyped and sufficiently refined to collect data entails the risk of not having sufficient time to incorporate results.

The fourth crucial effort for Year 1 will be to create an appropriate corpus of spoken academic English.

Year 2. At the end of the first year there will be a set of potential listening tasks and information on the role of the framework variables in predicting difficulty. It is likely that the set of such tasks will be larger than can be accommodated. Year 2 will be devoted to refining the most promising subset of tasks, taking into account operational considerations such as interface and tutorial demands. Moreover, larger data collection will take place to evaluate the tentative models of difficulty formulated on the
basis of Year 1 results. Research on construct representation will continue in Year 2 by studying the following variables in the context of some of the task prototypes developed in Year 1:

1. phonology (based on corpus established in Year 1),
2. content visuals: Type 4—Supplement (prototype integrative tasks),
3. length (informed by Yepes-Baraya ongoing study and corpus),
4. vocabulary (using corpus),
5. comparison of stills vs. video (e.g., as applied to gestures),
6. syntax (using corpus),
7. discourse: investigate difficulty drivers (using system of discourse analysis devised in Year 1),
8. integrated tasks,
9. note-taking (integrated tasks, scoring), and
10. response formats.

Year 3. Year 3 will be devoted to completing ongoing research, formulating a test blueprint, and developing scoring rules. Blueprint development is a still evolving methodology (e.g., Elliot & Nelson, 1984; Raymond, 1996; Schmeiser & Estes, 1986). The formulation of a blueprint can be thought of, as indicated earlier, as the construction of a “base form” (Bejar, 1993). The outcome of the research agenda can be thought of as a database for identifying the base form that best satisfies a set of constraints. Schematically, the database consists of information on all the task types that have been investigated and that have survived scrutiny. The identification of a base form is “simply” the identification of one or more subsets of task types, together with their frequency, that maximizes or minimizes the “scores” characterizing the set in terms of how well it represents the construct, the adequacy of the psychometric attributes for the range of proficiency we wish to measure, as well as timing and computer resources requirements.
6. A Better Listening Test

The TOEFL 2000 project represents one of the most ambitious psychometric research and development efforts ETS has ever undertaken. The resulting test should represent a major improvement over the existing instrument.

Construct Representation

A likely advantage of the TOEFL 2000 test over the current computer-based TOEFL test is improved construct representation. For one thing, a wider variety of contexts is likely to be sampled. These contexts will have been identified from existing research and further refined from research conducted as part of the research and development effort. The difficulty of task types, whether they are multiple-choice or open-ended and integrative, will be modeled. To the extent that variation in difficulty across task types can be attributed to the variables we postulated as determinants of difficulty, we will be able to claim an improved understanding of performance on the test. That understanding in turn will allow us to “engineer” the test rather than assemble it from tasks whose difficulty cannot be predicted precisely. Furthermore, a clear definition of the range of proficiency we wish to measure is likely to translate into improved measurement precision. More discrimination at the higher end of the proficiency scale will be possible.

By being aware during the research and development process of threats to validity that affect computer-based testing (CBT), and by being mindful of the potential positive and negative consequences the test could have, we expect to produce an assessment that satisfies the demands of several constituencies without sacrificing construct representation. For example, we expect to have a positive effect on language instruction and applied linguistics research.

Communicative Function of Language

The tasks that we envision for the TOEFL 2000 listening component will be communicative in that they will be situated in contexts that are relevant to both test takers and test users, specified in terms of participants, topic, setting, and purpose. We anticipate that this will encourage language teachers and materials developers to focus more on communicative language use in academic contexts, and that so-called “TOEFL preparation” courses will more closely resemble communicatively oriented academic English courses. The test will include tasks that require integration with other language skills, as do real world tasks.

In addition, we assume that the TOEFL 2000 listening tasks will help spawn applied linguistics research into a previously much neglected area, that of understanding listening strategies and processes among English as a second language (ESL) students in North American universities, and how they are affected by changes in such variables as number of participants, purpose of listening, and communicative event.

Interpretation of Test Results

Another advantage of the TOEFL 2000 listening component over the current computer-based exam will be in its potential for making and reporting richer interpretations of performance. For example, the new test could make it possible to report levels of listening performance according to purpose and/or
task type, defined by the variables affecting difficulty, as we have discussed in this paper. This, in turn, would make it possible to report a profile of listening skills that will be useful to different constituencies: the students themselves, instructors, and administrators. Students will potentially obtain a fuller picture of their listening skills in various contexts and for various purposes; instructors will potentially receive detailed information about their students that will make it possible to tailor academic listening courses to groups of learners with similar profiles; and administrators will be able to use the information for planning and allocation of resources necessary for ESL course and program development.
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Appendix A: Listening Variables

I. Situational Features

A. Participants

1. Characteristics of speakers

   1. Number of speakers

   2. Age
      1 = young (20’s)  2 = old (30’s +)  3 = mixed

   3. Gender
      1 = male  2 = female  3 = mixed

   4. Ethnicity
      1 = white  2 = minority  3 = mixed

   5. Occupation
      1 = student  2 = instructor  3 = other  4 = mixed

2. Relationship between speaker(s) and listeners

   1. Symmetrical (e.g., two students, two teaching assistants)
   2. Asymmetrical (e.g., student and professor, librarian and student)
   3. Changes during the stimulus (e.g., starts out symmetrical, becomes asymmetrical)

B. Content (Topic)

1. Academic
   1. Life Sciences
   2. Social Sciences
   3. Humanities and Arts
   4. Physical Sciences

2. Class related (related to a class the speakers are taking)
   (e.g., assignments, due dates, text books)

3. Campus related
   (e.g., registration, faculty advisor, health care, library help)
C. Setting

1. Relevance to content
   1. Relevant
   2. Not relevant

2. Location
   1. Instructional location
      (e.g., lecture hall, class, seminar room, laboratory)
   2. Study location (not classroom)
      (e.g., dorm study room, library, instructor’s office, computer center)
   3. Service location
      (e.g., health center, bookstore, registrar’s office, dining area, business office,
      faculty advisor’s office)

D. Purpose of listener

1. Listening for specific information
2. Listening for basic comprehension
3. Listening to learn
4. Listening to integrate information

E. Situation visuals (context)

1. Setting
   1. Relevant
   2. Not relevant

2. Participants
   1. Specific
   2. Not specific

3. Text type
   1. Cued
   2. Not cued

II. Text Material

A. Format

1. Channel
   1. Aural
   2. Aural and visual
2. Content Visuals
   1. Replicate
   2. Illustrate
   3. Organize
   4. Supplement

3. Form
   1. Language
   2. Language and non-language

4. Gestures
   1. Demonstrate
   2. Symbolize
   3. Illustrate
   4. Mimic
   5. None

5. Length
   1. Number of words
   2. Time

B. Grammatical Features

1. Vocabulary
   1. Number of infrequent words (definition of infrequent to be established)
   2. Number of lexical bundles (e.g., “what I meant to say was”)
   3. Number of vague words
   4. Number of technical words

2. Phonology
   1. Pauses/fillers
   2. Rate
   3. Sandhi variation (assimilation/reduction/ellipsis)
   4. Stress and intonation
   5. Accent
      1. Standard
      2. Regional, North America
      3. Standard, not North America
      4. Non-native

3. Syntax—complexity score
C. Discourse Features

1. Propositional structure
   
   1. Cohesion and coherence
      1. Reference
      2. Substitution
      3. Ellipsis
      4. Conjunction
      5. Lexical
   
   2. Young’s (1994) six categories
      1. Discoursal structuring
      2. Conclusion
      3. Evaluation
      4. Interaction
      5. Theory/content
      6. Example

2. Propositional density
   
   1. Ratio of new propositions to total propositions of the whole text (low percent means extensive redundancy, and is hypothesized to be easier)
   
   2. The density ratio in the first 10 seconds of the text, the first minute, etc.

3. Propositional complexity
   How much the text deviates from a linear presentation of ideas

D. Pragmatic Features

1. Text type
   1. Lecture
   2. Interactive lecture
   3. Consultation
   4. Group discussion
   5. Conversation

2. Functions
   1. Give directions/instructions
   2. Recommend/suggest/advise/persuade
   3. Complain/apologize/forgive
   4. Give opinion/agree/disagree
   5. Describe/define/compare/summarize/classify
   6. Hypothesize/predict/speculate
7. Request/invite
8. Narrate

3. Register
   1. Formal (i.e., read or carefully planned, perhaps elaborate notes)
   2. Consultative (pre-defined goal, e.g., to explore an unambiguous point of a lecture)
   3. Informal (i.e., spontaneous conversation, no planning)

III. Test Rubric

A. Instructions
   1. Channel
   2. Structure of task
   3. Time
   4. Scoring information

B. Question format
   1. Channel
      1. Aural
      2. Aural and visual (stills, video)
   2. Form
      1. Language
      2. Language and non-language (e.g., pictures)
   3. Time allotment
      1. Limited
      2. Unlimited

C. Item-text interaction
   1. Type of information requested
      1. Concrete/abstract
         1. Identify a person, place, or other concrete object.
         2. Identify amount, time, type.
         3. Identify manner, goal, purpose, condition.
         4. Identify cause, effect, pattern, similarity, opinion, explanation.
         5. Identify difference, theme, equivalent (e.g., defining an unfamiliar word).
      2. Explicitness
         1. Explicit
         2. Implicit
2. Type of match
   1. Process
      1. Remember
      2. Cycle
      3. Integrate
      4. Generate

2. Characteristics of text where answer is located
   1. Position
      3 = beginning  2 = middle  1 = end
   2. Syntax
   3. Vocabulary
   4. Function
   5. Phonology

3. Plausibility of distractors
   1. Number (Adapted from Appendix H of Jamieson et al., 2000)
      1. No plausible distractors in text
      2. No plausible distractors in text, but distractor is plausible response to first speaker
      3. Only one distractor contains information in the text
      4. Two or more distractors contain information in text
   2. Location
      end = 3     middle = 2    beginning = 1

D. Response format
   1. Channel
      1. Spoken
      2. Written
      3. Read
   2. Type of response
      1. Selected (e.g. multiple choice)
      2. Limited (e.g., one word answer)
      3. Extended (e.g., short essay)
   3. Time
      1. Limited
      2. Unlimited

E. Rules for scoring
Appendix B: Five Dimensions of Structural Complexity in English (from Biber, 1995)

Dimension 1: Involved vs. Informational Production

“Involvement production” (positive features)
- private verbs
- that deletion
- contractions
- present tense verbs
- second person pronouns
- do as pro-verb
- analytic negation
- demonstrative pronouns
- general emphatics
- pronoun it
- be as main verb
- causative subordination
- discourse particles
- indefinite pronouns
- general hedges
- amplifiers
- sentence relatives
- wh questions
- possibility modals
- non-phrasal coordination
- wh clauses
- final prepositions
- adverbs

“Informational production” (negative features)
- nouns
- word length
- prepositions
- type-token ratio
- attributive adjectives
- place adverbials
- agentless passives
- past participial postnominal clauses
Dimension 2: Narrative vs. Non-narrative Discourse

“Narrative discourse” (positive features)
- past tense verbs
- third-person pronouns
- perfect aspect verbs
- public verbs
- synthetic negation
- present participial clauses

“Non-narrative discourse” (negative features)
- present tense verbs
- attributive adjectives

Dimension 3: Situation-dependent vs. Elaborated Reference

“Situation-dependent reference” (positive features)
- time adverbials
- place adverbials
- adverbs

“Elaborated reference” (negative features)
- wh relative clauses on object positions
- pied-piping constructions
- wh relative clauses on subject positions
- phrasal coordination
- nominalizations

Dimension 4: Overt Expression of Argumentation

(positive features)
- infinitives
- prediction modals
- suasive verbs
- conditional subordination
- necessity modals
- split auxiliaries
- possibility modals

(no negative features)
Dimension 5: Non-abstract vs. Abstract Style

(no positive features)

(negative features)
conjunctions
agentless passives
past participial adverbial clauses
by-passives
past participial postnominal clauses
other adverbial subordinators
Appendix C: Sample Tasks

Below we present three sample tasks—two “independent” listening tasks, and one integrated listening/writing task.

Sample task 1: Sequoia task (audio input)

In this task, test takers listen to a lecture about the life and contributions of Sequoia, the Native American leader. After listening to the lecture, test takers answer multiple choice questions.

<table>
<thead>
<tr>
<th>Rubric</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instructions</strong></td>
</tr>
<tr>
<td><strong>Channel</strong></td>
</tr>
<tr>
<td><strong>Structure</strong></td>
</tr>
<tr>
<td><strong>Time allotment</strong></td>
</tr>
<tr>
<td><strong>Scoring</strong></td>
</tr>
<tr>
<td><strong>Question format</strong></td>
</tr>
<tr>
<td><strong>Channel</strong></td>
</tr>
<tr>
<td><strong>Form</strong></td>
</tr>
<tr>
<td><strong>Time allotment</strong></td>
</tr>
<tr>
<td><strong>Item-text interaction</strong></td>
</tr>
<tr>
<td><strong>Type of information requested</strong></td>
</tr>
<tr>
<td><strong>Type of match</strong></td>
</tr>
<tr>
<td><strong>Plausibility of distractors</strong></td>
</tr>
<tr>
<td><strong>Response format</strong></td>
</tr>
<tr>
<td><strong>Channel</strong></td>
</tr>
<tr>
<td><strong>Type</strong></td>
</tr>
<tr>
<td><strong>Time allotment</strong></td>
</tr>
<tr>
<td><strong>Rules for scoring</strong></td>
</tr>
<tr>
<td><strong>Criteria for correctness</strong></td>
</tr>
<tr>
<td><strong>Procedures for scoring</strong></td>
</tr>
</tbody>
</table>
### Sample task 2: At the bookstore (video input)

A student goes into a bookstore to get books for English 101. She finds that there are several books for this course, some marked “Required” and some “Recommended.” She asks a clerk for help: “The book by Johnson and the one by Smith are required, but the one by Clark and the college dictionary are recommended. What’s the difference and do I need to buy all the books? I’m a bit short of money right now.” The clerk is rather unhelpful: “Well, it’s up to you. 'Recommended' means recommended, not required.” Student asks if she can buy two now and get the rest next week. Clerk says maybe, but they might be sold out by next week, and anyway, they send the unsold books back to the publisher after two weeks. Student says she’ll take the two required texts and the dictionary now and come back for Clark later. Clerk adds up total, money changes hands, student leaves with books.
### Rubric

<table>
<thead>
<tr>
<th>Instructions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Channel</strong></td>
</tr>
<tr>
<td><strong>Structure</strong></td>
</tr>
<tr>
<td><strong>Time allotment</strong></td>
</tr>
<tr>
<td><strong>Scoring</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question format</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Channel</strong></td>
</tr>
<tr>
<td><strong>Form</strong></td>
</tr>
<tr>
<td><strong>Time allotment</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Item-text interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of information requested</strong></td>
</tr>
<tr>
<td><strong>Type of match</strong></td>
</tr>
<tr>
<td><strong>Plausibility of distractors</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Response format</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Channel</strong></td>
</tr>
<tr>
<td><strong>Type</strong></td>
</tr>
<tr>
<td><strong>Time allotment</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rules for scoring</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Criteria for correctness</strong></td>
</tr>
<tr>
<td><strong>Procedures for scoring</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Situation prompt</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Participants</strong></td>
</tr>
<tr>
<td><strong>Topic</strong></td>
</tr>
<tr>
<td><strong>Setting</strong></td>
</tr>
<tr>
<td><strong>Purpose</strong></td>
</tr>
<tr>
<td><strong>Situation visuals</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Text</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Format</strong></td>
</tr>
<tr>
<td><strong>Channel</strong></td>
</tr>
<tr>
<td><strong>Content visuals</strong></td>
</tr>
<tr>
<td><strong>Form</strong></td>
</tr>
<tr>
<td><strong>Gestures</strong></td>
</tr>
<tr>
<td><strong>Length</strong></td>
</tr>
<tr>
<td><strong>Pragmatics</strong></td>
</tr>
<tr>
<td><strong>Functions</strong></td>
</tr>
<tr>
<td><strong>Text type</strong></td>
</tr>
<tr>
<td><strong>Degree of planning</strong></td>
</tr>
</tbody>
</table>
Sample task 3: Movie analysis (audio input)

In this task, test takers listen to a discussion between two instructors (one is Hispanic) about the merits and faults of a movie. One gives it a “thumbs up” and the other a “thumbs down,” and they explain and justify their points of view with reference to specific scenes in the film. After listening to the discussion, test takers first answer some multiple-choice comprehension questions, then write a paper comparing and contrasting the two views of the movie.

<table>
<thead>
<tr>
<th>Instructions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel</td>
</tr>
<tr>
<td>Structure</td>
</tr>
<tr>
<td>Time allotment</td>
</tr>
<tr>
<td>Scoring</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question format</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel</td>
</tr>
<tr>
<td>Form</td>
</tr>
<tr>
<td>Time allotment</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Item-text interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of information requested</td>
</tr>
<tr>
<td>Type of match</td>
</tr>
<tr>
<td>Plausibility</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Response format</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel</td>
</tr>
<tr>
<td>Type</td>
</tr>
<tr>
<td>Time allotment</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rules for scoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criteria for correctness</td>
</tr>
<tr>
<td>Procedures for scoring</td>
</tr>
<tr>
<td>Input</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td><strong>Situation prompt</strong></td>
</tr>
<tr>
<td>Participants</td>
</tr>
<tr>
<td>Topic</td>
</tr>
<tr>
<td>Setting</td>
</tr>
<tr>
<td>Purpose</td>
</tr>
<tr>
<td>Situation visuals</td>
</tr>
<tr>
<td><strong>Text</strong></td>
</tr>
<tr>
<td>Format</td>
</tr>
<tr>
<td>Channel</td>
</tr>
<tr>
<td>Content visuals</td>
</tr>
<tr>
<td>Form</td>
</tr>
<tr>
<td>Gestures</td>
</tr>
<tr>
<td>Length</td>
</tr>
<tr>
<td><strong>Grammar</strong></td>
</tr>
<tr>
<td>Vocabulary</td>
</tr>
<tr>
<td>Phonology</td>
</tr>
<tr>
<td>Syntax</td>
</tr>
<tr>
<td><strong>Discourse</strong></td>
</tr>
<tr>
<td>Propositional density</td>
</tr>
<tr>
<td>Propositional structure</td>
</tr>
<tr>
<td>Propositional complexity</td>
</tr>
<tr>
<td><strong>Pragmatics</strong></td>
</tr>
<tr>
<td>Functions</td>
</tr>
<tr>
<td>Text type</td>
</tr>
<tr>
<td>Degree of planning</td>
</tr>
</tbody>
</table>
Appendix D: Construct-irrelevant Factors That May Affect Difficulty

The fact that most response formats require listeners to use other language skills implies that it is not possible to design a “pure” measure of listening (Brindley, 1998; Henning, 1991). In the TOEFL 2000 test, however, every attempt will be made to reduce the impact of the other skill, unless that other skill is being measured in an integrated task. For example, if answering a question requires reading options or writing a response, every attempt will be made to keep answers brief.

Other test method factors which could influence difficulty include computer familiarity (Taylor, Kirsch, Eignor, & Jamieson, 1999), time permitted for testing, the testing environment, and the sequencing of the test (Bachman, 1990; Bachman & Palmer, 1996).

Additional factors which could affect difficulty and are unrelated to our construct definition include characteristics of the individual: background knowledge such as topic familiarity, personality characteristics such as motivation and anxiety, strategies such as note-taking, and general cognitive ability (Beatty & Payne, 1984; Hale & Courtney, 1994; Rubin, 1994). Effort needs to be made to keep influences such as these to a minimum, since they represent sources of “construct-irrelevant variance” (Messick, 1989).
Because listening and reading are both receptive skills, unlike the productive skills of speaking and writing, there are many similarities between them. Similar mental processes are thought to underlie reading and listening in that the subskills associated with these two skills often overlap (Devine, 1978; Brindley, in press). Chapelle et al. (1997) characterize listening and reading in terms of nearly identical lists of features under each of the following types of language competence: sociolinguistic, linguistic, discourse, and functional. Similarities between reading and listening have been reported in many empirical studies using correlational techniques; however, the degree of similarity has not been sufficient to consider them the same construct. The correlation between the listening and reading sections of the 1995 TOEFL was .64. Devine (1978) reported findings from several studies with correlations between listening and reading of about .70. Studies correlating speed of reading with listening also reported coefficients of about .70 (Duker, 1964). This pattern of moderate correlations indicates that there are differences between listening and reading.

Differences between listening and reading can be categorized in terms of text characteristics (linguistic), interaction with the text (processing time), and what is remembered from the text. Grammatical differences are found between spoken and written texts (Biber, 1988, 1992, 1995; Devine, 1978; Lynch, 1998; Rubin, 1980). For example, Biber has identified syntactic features such as that deletions, contractions, pro-verb do, it, and demonstrative pronouns as being more prevalent in spoken registers than written, whereas relative clauses, nominalizations, and high levels of lexical specificity are much more common in written registers than spoken.

Another type of linguistic difference between listening and speaking involves discourse and the marking of idea units. Spoken language features temporal characteristics such as pauses and changes in speed which often provide clues for the chunking of information. Written text does have some compensatory aspects; a partial analogue to prosodic features is punctuation, although our limited set of punctuation marks does not reflect all of the nuances possible with speech. In contrast with speech, segmentation of the written message into words and sentences is correctly indicated in written text and is not a task that must be performed by the reader. In addition, certain devices that are used solely in written texts can help specify the larger structure of the message, such as demarcation of paragraphs (Rubin, 1986).

Two other differences between spoken and written text are processing time and interactions. Speech is typically temporary, whereas the reader can go back to text previously read or look ahead to get a sense of the structure of the material. Speech is less clearly segmented, disfluent when spontaneous, more colloquial, subject to phonetic modification, and phrasally or clausally based (Lynch, 1998). The reader is usually alone with printed material; he or she can neither ask it questions nor pick up signals apart from the print. The listener, on the other hand, (usually) has the speaker right there and can interrupt in order to ask for clarification; he or she also has the advantage of being able to study facial expressions. The listener can also pick up signals from the speaker’s management of stress, pitch, and juncture patterns (Devine, 1978).

Still another difference involves the type of information that listeners and readers remember. Lund (1991) found that readers recalled more information and in greater detail than listeners; listeners recalled proportionately more main ideas and did more inferencing work.