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Abstract

Few would doubt that ETS researchers have contributed more to the general topic of item response theory (IRT) than individuals from any other institution. In this report, we briefly review most of those contributions, dividing them into sections by decades of publication, beginning with early work by Fred Lord and Bert Green in the 1950s and ending with recent work that produced models involving complex structures and multiple dimensions.
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Foreword

Since its founding in 1947, ETS has conducted a significant and wide-ranging research program that has focused on, among other things, psychometric and statistical methodology; educational evaluation; performance assessment and scoring; large-scale assessment and evaluation; cognitive, developmental, personality, and social psychology; and education policy. This broad-based research program has helped build the science and practice of educational measurement, as well as inform policy debates.

In 2010, we began to synthesize these scientific and policy contributions, with the intention to release a series of reports sequentially over the course of the next few years. These reports constitute the *ETS R&D Scientific and Policy Contributions Series*.

In the eighth report in the series, James Carlson and Matthias von Davier look at the role that ETS researchers have played in developing item response theory (IRT), which is used almost universally in large-scale assessment programs around the world. IRT's popularity is largely due to the fact that an IRT model may be used to estimate parameters of test items and abilities of test takers, with the estimates of item difficulty parameters and test taker abilities placed on the same scale. ETS researchers have been at the forefront of contributing to IRT, starting with early work by Tucker and Lord in the 1940s and 1950s, which helped lay the groundwork for IRT. In the 1960s and 1970s such ETS researchers as Birnbaum, Ross, and Samejima contributed to the more complete development of IRT. In the 1980s, IRT work broadened greatly, with IRT methodology, computer programs, and linking and equating procedures developed further by Lord, Wingersky, Stocking, Pashley, Holland, and Mislevy among many others, at ETS. With the advent of the 1990s, IRT use expanded in operational testing programs, with ETS researchers such as Muraki, Carlson, Yamamoto, Yen, Chang, and Mazzeo contributing to advanced item response modeling. In the 21st century, ETS researchers such as Haberman, Sinharay, Xu, van Rijn, M. von Davier, and Rijmen have continued the long tradition of contributing to the development of IRT through explanatory and multidimensional IRT models. In short, the body of work by ETS staff has been instrumental in developing IRT, and ETS is committed to continuing to play a leading role in IRT research.
Carlson, a principal psychometrician at ETS, serves as a senior advisor to lead psychometricians at ETS on various projects. He is also the Daniel Eignor executive editor of the ETS Research Report series and oversees the peer review process for papers written by R&D staff. From 2008 through 2010, he was the editor of the *Journal of Educational Measurement*, and he has served as advisory editor for the *Journal of Educational Measurement* through the terms of three editors. He has also served on the editorial board of *Educational Measurement: Issues and Practice*. Previously, he was the assistant director for psychometrics for the National Assessment Governing Board. In that capacity, he was the board’s chief technical expert on all matters related to the design of the methodology of NAEP assessments, with responsibility for advising the executive director and board members on the development and execution of guidelines and standards for the overall technical integrity of NAEP assessments. Before joining the NAGB staff, Carlson held various senior-level research scientist positions at ETS, ACT, and CTB/McGraw-Hill. These positions followed distinguished service as professor of education at the University of Pittsburgh and the University of Ottawa, where he taught graduate-level statistics and psychometrics, provided consultation for various groups and individuals, and supervised applied development, research, and evaluation projects.

As a research director at ETS, M. von Davier manages a group of researchers concerned with methodological questions arising in large-scale international comparative studies in education. He is the editor-in-chief of the *British Journal of Mathematical and Statistical Psychology* and one of the founding editors of the SpringerOpen journal *Large Scale Assessments in Education*, which is sponsored by the International Association for the Evaluation of Educational Achievement (IEA) and ETS through the IEA-ETS Research Institute (IERI). He is also an honorary senior research fellow at the University of Oxford. His current work at ETS involves the psychometric methodologies used in analyzing cognitive skills data and background data from large-scale educational surveys, such as the Organisation for Economic Co-operation and Development’s PIAAC and PISA, as well as IEA’s TIMSS and PIRLS. His work at ETS also involves the development of extensions and of estimation methods for multidimensional models for item response data and the improvement of models and estimation methods for the analysis of data from large-scale educational survey assessments. Prior to joining ETS, he led a research group on computer assisted science learning, was co-director of the “Computer as a tool for learning” section at the Institute for Science Education
(IPN) in Kiel, Germany, and was an associate member of the Psychometrics & Methodology Department of IPN. During his 10-year tenure at IPN, he developed commercially available software for analyses with the Rasch model, latent class analysis models, and mixture distribution Rasch models. He taught courses on foundations of neural networks and on psychometrics and educational psychology at the University of Kiel for the Department of Psychology as well as for the Department of Education.

Future reports in the *ETS R&D Scientific and Policy Contributions Series* will focus on other major areas of research and education policy in which ETS has played a role.

Ida Lawrence
Senior Vice-President
Research & Development Division
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Item response theory (IRT) models, in their many forms, are undoubtedly the most widely used models in large-scale operational assessment programs. They have grown from negligible usage prior to the 1980s to almost universal usage in large-scale assessment programs, not only in the United States, but in many other countries with active and up-to-date programs of research in the area of psychometrics and educational measurement.

Perhaps the most important feature leading to the dominance of IRT in operational programs is the characteristic of estimating individual item locations (difficulties) and test-taker locations (abilities) separately, but on the same scale, a feature not possible with classical measurement models. This estimation allows for tailoring tests through judicious item selection to achieve precise measurement for individual test takers (e.g., in computerized adaptive testing, CAT) or for important cut points on an assessment scale. It also provides mechanisms for placing different test forms on the same scale (linking and equating). Another important characteristic of IRT models is local independence: for a given location of test takers on the scale, the probability of success on any item is independent of that of every other item on that scale. This characteristic is the basis of the likelihood function used to estimate test takers’ locations on the scale.

Few would doubt that ETS researchers have contributed more to the general topic of IRT than individuals from any other institution. In this report we briefly review most of those contributions, dividing them into sections by decades of publication. Of course, many individuals in the field have changed positions between different testing agencies and universities over the years, some having been at ETS during more than one period of time. This report includes some contributions made by ETS researchers before taking a position at ETS, and some contributions made by researchers while at ETS, although they have since left. It is also important to note that IRT developments at ETS were not made in isolation. Many contributions were collaborations between ETS researchers and individuals from other institutions, as well as developments that arose from communications with others in the field.

Some Early Work Leading up to IRT (1940s and 1950s)

Ledyard Tucker\(^1\) (1946) published a precursor to IRT in which he introduced the term *item characteristic curve*, using the normal ogive model (Green, 1980).\(^2\) Green stated:

Workers in IRT today are inclined to reference Birnbaum in Novick and Lord [sic] when needing historical perspective, but, of course Lord’s 1955 monograph, done under Tuck’s
direction, precedes Birnbaum, and Tuck’s 1946 paper precedes practically everybody. He
used normal ogives for item characteristic curves, as Lord did later. (p. 4)

Some of the earliest work leading up to a complete specification of IRT was carried out at
ETS during the 1950s by Fred Lord and Bert Green. Green was one of the first two
psychometric fellows in the joint doctoral program of ETS and Princeton University. Note that
the work of Lord and Green was completed prior to Rasch’s (1960) publication describing and
demonstrating the one-parameter IRT model, although in his preface Rasch mentions modeling
data in the mid-1950s, leading to what is now referred to as the Rasch model. Further
background on the statistical and psychometric underpinnings of IRT can be found in the work
of a variety of authors, both at and outside of ETS (Bock, 1997; Green, 1980; Lord, 1952a,
1952b/1953, 1952c).3

Lord (1951, 1952a, 1952b/1953) discussed test theory that can be considered some of the
earliest work in IRT. He used and explained many of the now common IRT terms such as item
characteristic curves (ICCs), test characteristic curves (TCCs), and standard errors conditional on
latent ability.4 He also discussed what we now refer to as local independence and the invariance
of item parameters (not dependent on the ability distribution of the test takers). His 1953 article
is an excellent presentation of the basics of IRT, and he also mentions the relevance of works
specifying mathematical forms of ICCs in the 1940s (by Lawley, by Mosier, and by Tucker), and
in the 1950s, (by Carroll, by Cronbach & Warrington, and by Lazarsfeld).

The emphasis of Green (1950a/1951a, 1950b, 1950c, 1950d/1952, 1951b) was on
analyzing item response data using latent structure (LS) and latent class (LC) models. Green
(1951b) stated:

Latent Structure Analysis is here defined as a mathematical model for describing the
interrelationships of items in a psychological test or questionnaire on the basis of which it
is possible to make some inferences about hypothetical fundamental variables assumed to
underlie the responses. It is also possible to consider the distribution of respondents on
these underlying variables. This study was undertaken to attempt to develop a general
procedure for applying a specific variant of the latent structure model, the latent class
model, to data. (abstract)

He also showed the relationship of the latent structure model to factor analysis (FA)
The general model of latent structure analysis is presented, as well as several more specific models. The generalization of these models to continuous manifest data is indicated. It is noted that in one case, the generalization resulted in the fundamental equation of linear multiple factor analysis. (1950d, abstract)

The work of Green and Lord is significant for many reasons. An important one is that IRT (previously referred to as latent trait, or LT, theory) was shown by Green to be directly related to the models he developed and discussed. Lord (1952a) showed that if a single latent trait is normally distributed, fitting a linear FA model to the tetrachoric correlations of the items yields a unidimensional normal-ogive model for the item response function.

More Complete Development of IRT (1960s and 1970s)

During the 1960s and 1970s, Lord (1964a/1965b, 1964b, 1965a, 1967/1968a, 1968b/1970, 1968c) expanded on his earlier work to develop IRT more completely, and also demonstrated its use on operational test scores (including early software to estimate the parameters). Also at this time in two ETS Research Bulletins (RBs), Allan Birnbaum (1967) presented the theory of logistic models and John Ross (1965) studied how actual item response data fit Birnbaum’s model. In another ETS RB, Fumiko Samejima (1968, 1969) published her development of the graded response (GR) model suitable for polytomous data. The theoretical developments of the 1960s culminated in some of the most important work on IRT during this period, much of it assembled into Lord and Novick’s (1968) Statistical Theories of Mental Test Scores (which also includes contributions of Birnbaum: Chapters 17, 18, 19, and 20). Also Samejima’s continuing work on graded response models, begun in her research bulletin, was further developed (1972) while she held academic positions.

An important aspect of the work at ETS in the 1960s was the development of software, particularly by Marilyn Wingersky, Lord, and Erling Andersen (Andersen, 1972; Lord, 1967/1968a; Lord & Wingersky, 1973) enabling practical applications of IRT. The LOGIST computer program (Lord, Wingersky, & Wood, 1976; see also Wingersky, 1983) was the standard IRT estimation software used for many years in many other institutions besides ETS. Lord (1975b) also published a report in which he evaluated LOGIST estimates using artificial data. Developments during the 1950s were limited by a lack of such software and computers sufficiently powerful to carry out the estimation of parameters. In his 1967 and 1968
publications, Lord presented a description and demonstration of the use of maximum likelihood (ML) estimation of the ability and item parameters in the three-parameter logistic (3PL) model, using SAT® items. He stated, with respect to ICCs:

The problems of estimating such a curve for each of a large number of items simultaneously is one of the problems that has delayed practical application of Birnbaum’s models since they were first developed in 1957. The first step in the present project (see Appendix B) was to devise methods for estimating three descriptive parameters simultaneously for each item in the Verbal test. (1968a, p. 992)

Lord also discussed and demonstrated many other psychometric concepts, many of which were not put into practice until fairly recently due to the lack of computing power and algorithms. In two publications (1965a, 1965b) he emphasized that ICCs are the functions relating probability of response to the underlying latent trait, not to the total test score, and that the former and not the latter can follow a cumulative normal or logistic function (a point he originally made much earlier, Lord, 1953). He also discussed (1967/1968a) optimum weighting in scoring and information functions of items from a Verbal SAT test form, as well as test information, and relative efficiency of tests composed of item sets having different psychometric properties. A very interesting fact is that Lord (1968a, p. 1004) introduced and illustrated multistage tests (MTs), and discussed their increased efficiency relative to “the present Verbal SAT” (p. 1005). What we now refer to as router tests in using MTs, Lord called foretests. He also introduced tailor-made tests in this publication (and in Lord, 1968c) and discussed how they would be administered using computers. Tailor-made tests are now, of course, commonly known as computerized adaptive tests (CATs); as suggested above, MTs and CATs were not employed in operational testing programs until fairly recently, but it is fascinating to note how long ago Lord introduced these notions and discussed and demonstrated the potential increase in efficiency of assessments achievable with their use. With respect to CATs Lord stated:

The detailed strategy for selecting a sequence of items that will yield the most information about the ability of a given examinee has not yet been worked out. It should be possible to work out such a strategy on the basis of a mathematical model such as that used here, however. (1968a, p. 1005)
In this work, Lord also presented a very interesting discussion (1968a, p. 1007) on improving validity by using the methods described and illustrated. Finally, in the appendix, Lord derived the ML estimators (MLEs) of the item parameters and, interestingly points out the fact, well known today, that MLEs of the 3PL lower asymptote or $c$ parameter, are often “poorly determined by the data” (p. 1014). As a result, he fixed these parameters for the easier items in carrying out his analyses.

During the 1970s Lord produced a phenomenal number of publications, many of them related to IRT, but many on other psychometric topics. On the topics related to IRT alone, he produced six publications besides those mentioned above; these publications dealt with such diverse topics as individualized testing (1972a/1974b), estimating power scores from tests that used improperly timed administration (1972b/1973b), estimating ability and item parameters with missing responses (1973a/1974a), the ability scale (1974c/1975c), practical applications of item characteristic curves (1977a/1977b), and equating methods (1975a). In perusing Lord’s work, including Lord and Novick (1968), the reader should keep in mind that he discussed many item response methods and functions using classical test theory (CTT) as well as what we now call IRT. Other work by Lord includes discussions of item characteristic curves and information functions without, for example, using normal ogive or logistic IRT terminology, but the methodology he presented dealt with the theory of item response data. During this period, Andersen visited ETS and during his stay developed one of the seminal papers on testing goodness of fit for the Rasch model (Andersen, 1973). Besides the work of Lord, during this period ETS staff produced many publications dealing with IRT, both methodological and application oriented. Gary Marco (1977), for example, described three studies indicating how IRT can be used to solve three relatively intractable testing problems: designing a multipurpose test, evaluating a multistage test, and equating test forms using pretest statistics. He used data from various College Board testing programs and demonstrated the use of the information function and relative efficiency using IRT for preequating. Linda Cook (Hambleton & Cook, 1977) coauthored an article on using LT models to analyze educational test data. Hambleton and Cook described a number of different IRT models and functions useful in practical applications, demonstrated their use, and cited computer programs that could be used in estimating the parameters. Charles Kreitzberg, Martha Stocking, and Len Swanson (1977) discussed potential advantages of CAT, constraints and operational requirements, psychometric and
technical developments that make it practical, and its advantages over conventional paper-and-pencil testing. Michael Waller (1976) described a method of estimating Rasch model parameters eliminating the effects of random guessing, without using a computer, and reported a Monte Carlo study of performance of the method.

**Broadening the Research and Application of IRT (the 1980s)**

During this decade, psychometricians, with leadership from Fred Lord, continued to develop the IRT methodology. Also, of course, computer programs for IRT were further developed. During this time many ETS measurement professionals were engaged in assessing the use of IRT models for scaling dichotomous item response data in operational testing programs. In many programs, IRT linking and equating procedures were compared with conventional methods, to inform programs about whether changing these methods should be considered.

**Further Developments and Evaluation of IRT Models**

In this section we describe further psychometric developments at ETS, as well as research studies evaluating the models, using both actual test and simulated data.


Although Lord was undoubtedly the most prolific ETS contributor to IRT during this period, other ETS staff members made many contributions to IRT. **Paul Holland** (1980), for example, wrote on the question, “When are IRT models consistent with observed data?” and Cressie and Holland (1981) examined how to characterize the manifest probabilities in LT
models. Holland and **Paul Rosenbaum** (1985/1986) studied monotone unidimensional latent variable models. They discussed applications and generalizations and provided a numerical example. Holland (1987/1990b) also discussed the *Dutch identity* as a useful tool for studying IRT models and conjectured that a quadratic form based on the identity is a limiting form for log manifest probabilities for all smooth IRT models as test length tends to infinity (but see Zhang and Stout, 1997, later in this report). **Doug Jones** discussed the adequacy of LT models (1980) and robustness tools for IRT (1982).

**Howard Wainer** and several colleagues published articles dealing with standard errors in IRT (Wainer, 1981; Wainer & Thissen, 1982), review of estimation in the Rasch model for “longish tests” (Gustafsson, Morgan, & Wainer, 1980), fitting ICCs with spline functions (Thissen, Wainer & Winsberg, 1984), estimating ability with wrong models and inaccurate parameters (Jones, Kaplan, & Wainer, 1984), evaluating simulation results of IRT ability estimation (Rubin, Thissen & Wainer, 1984; Thissen & Wainer, 1984), and confidence envelopes for IRT (Thissen & Wainer, 1983). Wainer (1983) also published an article discussing IRT and CAT, which he described as a coming technological revolution. Thissen and Wainer (1985) followed up on Lord’s earlier work, discussing the estimation of the \( c \) parameter in IRT. Wainer and Thissen (1987) used the 1PL, 2PL, and 3PL models to fit simulated data and study accuracy and efficiency of robust estimators of ability. For short tests, simple models and robust estimators best fit the data, and for longer tests more complex models fit well, but using robust estimation with Bayesian priors resulted in substantial shrinkage. Testlet theory was the subject of Wainer and Lewis (1989).

**Bob Mislevy** has also made numerous contributions to IRT, introducing Bayes modal estimation (1985a/1986b) in 1PL, 2PL, and 3PL IRT models, providing details of an expectation-maximization (EM) algorithm using two-stage modal priors, and in a simulation study, demonstrated improvement in estimation. Additionally he wrote on Bayesian treatment of latent variables in sample surveys (Mislevy 1985b, 1986a). Most significantly, Mislevy (1984) developed the first version of a model that would later become the standard analytic approach for the National Assessment of Educational Progress (NAEP) and virtually all other large scale international survey assessments (see also Beaton & Barone’s [2013] history report and the report by Kirsch, Lennon, von Davier, & Yamamoto [in press] on the history of adult literacy assessments at ETS). Mislevy (1986c/1987a) also introduced application of empirical Bayes
procedures, using auxiliary information about test takers, to increase the precision of item parameter estimates. He illustrated the procedures with data from the Profile of American Youth survey. He also wrote (1987b/1988a) on using auxiliary information about items to estimate Rasch model item difficulty parameters and authored and coauthored other papers, several with Kathy Sheehan, dealing with use of auxiliary/collateral information with Bayesian procedures for estimation in IRT models (Mislevy, 1988b; Mislevy & Sheehan, 1988c/1989c). Another contribution Mislevy made (1986d) is a comprehensive discussion of FA models for test item data with reference to relationships to IRT models and work on extending currently available models. Mislevy and Sheehan (1988a, 1988b/1989a) discussed consequences of uncertainty in IRT linking and the information matrix in latent variable models. Mislevy and Wu (1988) studied the effects of missing responses and discussed the implications for ability and item parameter estimation relating to alternate test forms, targeted testing, adaptive testing, time limits, and omitted responses. Mislevy also coauthored a book chapter describing a hierarchical IRT model (Mislevy & Bock, 1989).

Many other ETS staff members made important contributions. Jones (1984a, 1984b) used asymptotic theory to compute approximations to standard errors of Bayesian and robust estimators studied by Wainer and Thissen. Rosenbaum wrote on testing the local independence assumption (1984b) and showed (1984a) that the observable distributions of item responses must satisfy certain constraints when two groups of examinees have generally different ability to respond correctly under a unidimensional IRT model. Neil Dorans (1985) contributed a book chapter on item parameter invariance. Douglass, Marco, and Wingersky (1985) studied the use of approximations to the 3PL model in item parameter estimation and equating. Methodology for comparing distributions of item responses for two groups was contributed by Rosenbaum (1985). Rob McKinley and Craig Mills (1985) compared goodness of fit statistics in IRT models, and Neal Kingston and Dorans (1985) explored item-ability regressions as a tool for model fit.

Kumi Tatsuoka (1986) used IRT in developing a probabilistic model for diagnosing and classifying cognitive errors. While she held a postdoctoral fellowship at ETS, Lynne Steinberg coauthored (Thissen & Steinberg, 1986) a widely used and cited taxonomy of IRT models, which mentions, among other contributions, that the expressions they use suggest additional, as yet undeveloped, models. One explicitly suggested is basically the two-parameter partial credit (2PPC) model developed by Wendy Yen (see Yen & Fitzpatrick, 2006) and the equivalent
generalized partial credit (GPC) model developed by Eiji Muraki (1992a/1992b), both some years after the Thissen-Steinberg article. Rosenbaum (1987) developed and applied three nonparametric methods for comparisons of the shapes of two item characteristic surfaces. Stocking (1988a) developed two methods of on-line calibration for CAT tests and compared them in a simulation using item parameters from an operational assessment. She also (1988b) conducted a study on calibration using different ability distributions, concluding that the best estimation for applications that are highly dependent on item parameters, such as CAT and test construction, resulted when the calibration sample contained widely dispersed abilities. McKinley (1988) studied six methods of combining item parameter estimates from different samples using real and simulated item response data. He stated, “results support the use of covariance matrix-weighted averaging and a procedure that involves sample-size-weighted averaging of estimated item characteristic curves at the center of the ability distribution.” (abstract). McKinley also (1989a) developed and evaluated with simulated data a confirmatory multidimensional IRT (MIRT) model. Kentaro Yamamoto (1989) developed HYBRID, a model combining IRT and LC analysis, and used it to “present a structure of cognition by a particular response vector or set of them” (abstract). The software developed by Yamamoto was also used in a paper by Mislevy & Verhelst (1990) that presented an attempt to identify latent groups of test takers. Valery Folk (Folk & Green, 1989) coauthored a work on adaptive estimation when the unidimensionality assumption of IRT is violated.

**IRT Software Development and Evaluation**

With respect to IRT software, Mislevy and Stocking (1987) provided a guide to use of the LOGIST and BILOG computer programs that was very helpful to new users of IRT in applied settings. Mislevy, of course, was one of the developers of BILOG (Mislevy & Bock, 1983). Wingersky (1987), the primary developer of LOGIST, developed and evaluated, with real and artificial data, a one-stage version of LOGIST for use when estimates of item parameters but not test-taker abilities are required. Item parameter estimates were not as good as those from LOGIST, and the one-stage software did not reduce computer costs when there were missing data in the real dataset. Stocking (1989) conducted a study of estimation errors and relationship to properties of the test or item set being calibrated; she recommended improvements to the methods used in the LOGIST and BILOG programs. Yamamoto (1989) produced the Hybil
software for the HYBRID model we referred to above. Both Hybil and BILOG utilize marginal ML estimation, whereas LOGIST uses joint ML estimation methods.

**Explanation, Evaluation, and Application of IRT Models**

During this decade ETS scientists began exploring the use of IRT models with operational test data and producing works explaining IRT models for potential users. Applications of IRT were seen in many ETS testing programs.

Lord’s book, *Applications of Item Response Theory to Practical Testing Problems* (1980a), presented much of the current IRT theory in language easily understood by many practitioners. It covered basic concepts, comparison to CTT methods, relative efficiency, optimal number of choices per item, flexilevel tests, multistage tests, tailored testing, mastery testing, estimating ability and item parameters, equating, item bias, omitted responses, and estimating true score distributions. Lord (1980b) also contributed a book chapter on practical issues in tailored testing.

Isaac Bejar illustrated use of item characteristic curves in studying dimensionality (1980), and he and Wingersky (1981/1982) applied IRT to the Test of Standard Written English, concluding that using the 3PL model and IRT preequating “did not appear to present problems” (abstract). Kingston and Dorans (1982) applied IRT to the GRE® Aptitude Test, stating that “the most notable finding in the analytical equatings was the sensitivity of the precalibration design to practice effects on analytical items … this might present a problem for any equating design” (abstract). Dorans and Kingston (1982a) used IRT in the analysis of the effect of item position on test taker responding behavior. They also (1982b) compared IRT and conventional methods for equating the GRE Aptitude Test, assessing the reasonableness of the assumptions of item response theory for GRE item types and examinee populations, and finding that the IRT precalibration design was sensitive to practice effects on analytical items. In addition, Kingston and Dorans (1984) studied the effect of item location on IRT equating and adaptive testing, and Dorans and Kingston (1985) studied effects of violation of the unidimensionality assumption on estimation of ability and item parameters and on IRT equating with the GRE Verbal Test, concluding that there were two highly correlated verbal dimensions that had an effect on equating, but that the effect was slight. Kingston, Linda Leary, and Larry Wightman (1985) compared IRT to conventional equating of the Graduate Management Admission Test (GMAT) and concluded that violation of local independence of this test had little effect on the equating.
results (they cautioned that further study was necessary before using other IRT-based procedures with the test). Kingston and McKinley (1987) investigated using IRT equating for the GRE Subject Test in Mathematics and also studied the unidimensionality and model fit assumptions, concluding that the test was reasonably unidimensional and the 3PL model was a reasonable fit to the data.

Cook, Dan Eignor, Nancy Petersen and colleagues wrote several explanatory papers and conducted a number of studies of application of IRT on operational program data, studying assumptions of the models, and various aspects of estimation and equating (Cook, Dorans, & Eignor, 1988; Cook, Dorans, Eignor, & Petersen, 1985; Cook & Eignor, 1985, 1989; Cook, Eignor, & Petersen, 1985; Cook, Eignor, & Schmitt, 1988; Cook, Eignor, & Stocking, 1988; Eignor, 1985). Cook, Eignor, and Taft (1985, 1988) examined effects of curriculum (comparing results for students tested before completing the curriculum with students tested after completing it) on stability of CTT and IRT difficulty parameter estimates, effects on equating, and the dimensionality of the tests. Cook, Eignor and Wingersky (1987), using simulated data based on actual SAT item parameter estimates, studied the effect of anchor item characteristics on IRT true-score equating.

Jones and Kreitzberg (1980) presented results of a study of CAT using the Broad-Range Tailored Test and concluded, “computerized adaptive testing is ready to take the first steps out of the laboratory environment and find its place in the educational community” (abstract). Janice Scheuneman (1980) produced a book chapter on LT theory and item bias. Marilyn Hicks (1983) compared IRT equating with fixed versus estimated parameters and three “conventional” equating methods using TOEFL® test data, concluding that fixing the $b$ parameters to pretest values (essentially this is what we now call preequating) is a “very acceptable option.” She followed up (1984) with another study in which she examined controlling for native language and found this adjustment resulted in increased stability for one test section but a decrease in another section. Peterson, Cook, and Stocking (1983) studied several equating methods using SAT data and found that for reasonably parallel tests, linear equating methods perform adequately, but when tests differ somewhat in content and length, methods based on the three-parameter logistic IRT model lead to greater stability of equating results. In a review of research on IRT and conventional equating procedures, Cook and Petersen (1987) discussed how equating
methods are affected by sampling error, sample characteristics, and anchor item characteristics, providing much useful information for IRT users.

Cook coauthored a book chapter (Hambleton & Cook, 1983) on robustness of IRT models, including effects of test length and sample size on precision of ability estimates. Several ETS staff members contributed chapters to that same edited book on applications of item response theory (Hambleton, 1983). Bejar (1983) contributed an introduction to IRT and its assumptions; Wingersky (1983) a chapter on the LOGIST computer program; Cook and Eignor (1983) on practical considerations for using IRT in equating. Tatsuoka coauthored on appropriateness indices (Harnisch & Tatsuoka, 1983); and Yen wrote on developing a standardized test with the 3PL model (1983); both Tatsuoka and Yen later joined ETS.

Lord and Cheryl Wild (1985) compared the contribution of the four verbal item types to measurement accuracy of the GRE General Test, finding that the reading comprehension item type measures something slightly different from what is measured by sentence completion, analogy, or antonym item types. Dorans (1986) used IRT to study the effects of item deletion on equating functions and the score distribution on the SAT, concluding that reequating should be done when an item is dropped. Kingston and Holland (1986) compared equating errors using IRT and several other equating methods, and several equating designs, for equating the GRE General Test, with varying results depending on the specific design and method. Eignor and Stocking (1986a, 1986b) conducted two studies to investigate whether calibration or linking methods might be reasons for poor equating results on the SAT. In the first study they used actual data, and in the second they used simulations, concluding that a combination of differences in true mean ability and multidimensionality were consistent with the real data. Eignor, Marna Golub-Smith, and Wingersky (1986) studied the potential of a new plotting procedures for assessing fit to the 3PL model using SAT and TOEFL data. Sheehan and Wingersky (1986) also wrote on fit to IRT models, using regressions of item scores onto observed (number correct) scores rather than the previously used method of regressing onto estimated ability.

Bejar (1986/1990), using IRT, studied an approach to psychometric modeling that explicitly incorporates information on the mental models test takers use in solving an item, and concluded that it is not only workable, but also necessary for future developments in psychometrics. Kingston (1986) used full information FA to estimate difficulty and
discrimination parameters of a MIRT model for the GMAT, finding there to be dominant first
dimensions for both the quantitative and verbal measures. Mislevy (1987c) discussed
implications of IRT developments for teacher certification. Mislevy (1989) presented a case for a
new test theory combining modern cognitive psychology with modern IRT. Mislevy and
Sheehan (1989b; also Sheehan & Mislevy, 1990) wrote on the integration of cognitive theory
and IRT and illustrated their ideas using the Survey of Young Adult Literacy data. These ideas
seem to be the first appearance of a line of research that continues today. The complexity of
these models, built to integrate cognitive theory and IRT, evolved dramatically in the 21st
century due to rapid increase in computational capabilities of modern computers and developments in
understanding problem solving. Ida Lawrence coauthored a paper (Lawrence & Dorans, 1988)
addressing the sample invariance properties of four equating methods with two types of test-
taker samples (matched on anchor test score distributions or taken from different administrations
and differing in ability). Results for IRT, Levine, and equipercenlile methods differed for the two
types of samples, whereas the Tucker observed score method did not. Grant Henning (1989)
discussed the appropriateness of the Rasch model for multiple-choice data, in response to an
article that questioned such appropriateness. McKinley (1989b) wrote an explanatory article for
potential users of IRT. McKinley and Gary Schaeffer (1989) studied an IRT equating method
for the GRE designed to reduce the overlap on test forms. Bejar, Henry Braun, and Sybil
Carlson (1989), in a paper on methods used for patient management items in medical licensure
testing, outlined recent developments and introduced a procedure that integrates those
developments with IRT. Robert Boldt (1989) used LC analysis to study the dimensionality of
the TOEFL and assess whether different dimensions were necessary to fit models to diverse
groups of test takers. His findings were that a single dimension LT model fits TOEFL data well
but “suggests the use of a restrictive assumption of proportionality of item response curves” (p.
123).

In 1983, ETS assumed the primary contract for NAEP, and ETS psychometricians were
involved in designing analysis procedures, including the use of an IRT-based latent regression
model using ML estimation of population parameters from observed item responses without
estimating ability parameters for test takers (e.g., Mislevy, 1984, 1988c/1991). Asymptotic
standard errors and tests of fit, as well as approximate solutions of the integrals involved, were
developed in Mislevy’s 1984 article. With leadership from Sam Messick (Messick, 1985;
Messick et al., 1983), a large team of ETS staff developed a complex assessment design involving new analysis procedures for direct estimation of average achievement of groups of students. Rebecca Zwick (1986, 1987) studied whether the NAEP reading data met the unidimensionality assumption underlying the IRT scaling procedures. Mislevy (1988c) wrote on making inferences about latent variables from complex samples, using IRT proficiency estimates as an example and illustrating with NAEP reading data. The innovations introduced include the linking of multiple test forms using IRT, a task that would be virtually impossible without IRT-based methods, as well as the integration of IRT with a regression-based population model that allows the prediction of an ability prior, given background data collected in student questionnaires along with the cognitive NAEP tests.

**Advanced Item Response Modeling: The 1990s**

During the 1990s, the use of IRT in operational testing programs expanded considerably. IRT methodology for dichotomous item response data was well developed and widely used by the end of the 1980s. In the early years of the 1990s, models for polytomous item response data were developed and began to be used in operational programs. Muraki (1990) developed and illustrated an IRT model for fitting a polytomous item response theory model to Likert-type data. Muraki (1992a/1992b) also developed the GPC model, which has since become one of the most widely used models for polytomous IRT data. Concomitantly, before joining ETS, Yen developed the 2PPC model that is identical to the GPC, differing only in the parameterization incorporated into the model. Muraki (1993a/1993b) also produced an article detailing the IRT information functions for the GPC model. Hua-Hua Chang and John Mazzeo (1994) discussed item category response functions (ICRFs) and the item response functions (IRFs), which are weighted sums of the ICRFs, of the partial credit and graded response models. They showed that if two polytomously scored items have the same IRF, they must have the same number of categories that have the same ICRFs. They also discussed theoretical and practical implications. Akkermans and Muraki (1997) studied and described characteristics of the item information and discrimination functions for partial credit items.

In work reminiscent of the earlier work of Green and Lord, Drew Gitomer and Yamamoto (1991a/1991b) described HYBRID (Yamamoto, 1989), a model that incorporates both LT and LC components; these authors, however, defined the latent classes by a cognitive analysis of the understanding that individuals have for a domain. Yamamoto and Everson (1997)
also published a book chapter on this topic. **Randy Bennett**, Sebrechts, and Yamamoto (1991) studied new “cognitively sensitive measurement models,” analyzing them with the HYBRID model and comparing results to other IRT methodology, using partial-credit data from the GRE General Test. Works by Tatsuoka (1990, 1991) also contributed to the literature relating IRT to cognitive models. The integration of IRT and a person-fit measure as a basis for rule space, as proposed by Tatsuoka, allowed in-depth examinations of items that require multiple skills. Sheehan (1997a/1997b) developed a tree-based method of proficiency scaling and diagnostic assessment and applied it to developing diagnostic feedback for the SAT I Verbal Reasoning Test. Mislevy and Wilson (1996) presented a version of Wilson’s Saltus model, an IRT model that incorporates developmental stages that may involve discontinuities. They also demonstrated its use with simulated data and an example of mixed number subtraction.

The volume, *Test Theory for a New Generation of Tests* (Frederiksen, Mislevy, & Bejar, 1993), presented several IRT-based models that anticipated a more fully integrated approach providing information about measurement qualities of items as well as about complex latent variables that align with cognitive theory. Examples of these advances are the chapters by Yamamoto and Gitomer (1993) and Mislevy (1993a).

**Eric Bradlow** (1996) discussed the fact that, for certain values of item parameters and ability, the information about ability for the 3PL model will be negative and has consequences for estimation—a phenomenon that does not occur with the 2PL. **Peter Pashley** (1991) proposed an alternative to Birnbaum’s 3PL model in which the asymptote parameter is a linear component within the logit of the function. **Jinming Zhang** and Stout (1997) showed that Holland’s (1987/1990b) conjecture that a quadratic form for log manifest probabilities is a limiting form for all smooth unidimensional IRT models does not always hold; these authors provided counterexamples and suggested that only under strong assumptions can this conjecture be true.

Holland (1990a) published an article on the sampling theory foundations of IRT models. Stocking (1990) discussed determining optimum sampling of examinees for IRT parameter estimation. Chang and Stout (1993) showed that, for dichotomous IRT models, under very general and nonrestrictive nonparametric assumptions, the posterior distribution of examinee ability given dichotomous responses is approximately normal for a long test. Chang (1996) followed up with an article extending this work to polytomous responses, defining a global information function, and he showed the relationship of the latter to other information functions.
Mislevy (1991) published on randomization-based inference about latent variables from complex samples. Mislevy (1993b/1993c) also presented formulas for use with Bayesian ability estimates. While at ETS as a postdoctoral fellow, Jim Roberts coauthored works on the use of unfolding\(^8\) (Laughlin & Roberts, 1996; Roberts & Laughlin, 1996). A parametric IRT model for unfolding dichotomously or polytomously scored responses, called the graded unfolding model (GUM), was developed; a subsequent recovery simulation showed that reasonably accurate estimates could be obtained with minimal data demands (e.g., as few as 100 subjects and 15 to 20 six-category items). The applicability of the GUM to common attitude testing situations was illustrated with real data on student attitudes toward capital punishment. Roberts, Donoghue, and Laughlin (1998/2000) described the generalized GUM (GGUM), which introduced a parameter to the model, allowing for variation in discrimination across items; they demonstrated the use of the model with real data.

Wainer and colleagues wrote further on testlet response theory, contributing to issues of reliability of testlet-based tests (Sireci, Thissen, & Wainer, 1991a/1991b). These authors also developed, and illustrated using operational data, statistical methodology for detecting differential item functioning (DIF) in testlets (Wainer, Sireci, & Thissen, 1991a/1991b). Thissen and Wainer (1990) also detailed and illustrated how confidence envelopes could be formed for IRT models. Bradlow, Wainer, and Xiaohui Wang (1998/1999) developed a Bayesian IRT model for testlets and compared results with those from standard IRT models using a released SAT dataset. They showed that degree of precision bias was a function of testlet effects and the testlet design. Sheehan and Charlie Lewis (1990/1992) introduced, and demonstrated with actual program data, a procedure for determining the effect of testlet nonequivalence on the operating characteristics of a computerized mastery test based on testlets.

was the topic of two publications (Stocking, Swanson, & Pearlman, 1991a, 1991b). Mislevy and Chang (1998/2000) introduced a term to the expression for probability of response vectors to deal with item selection in CAT, and to correct apparent incorrect response pattern probabilities in the context of adaptive testing. **Russell Almond** and Mislevy (1999) studied graphical modeling methods for making inferences about multifaceted skills and models in an IRT CAT environment, and illustrated in the context of language testing.

In an issue of an early volume of *Applied Measurement in Education*, Eignor, Stocking, and Cook (1990) expanded on their previous studies (Cook, Eignor, & Stocking, 1988) comparing IRT equating with several non-IRT methods and with different sampling designs. In another article in that same issue, Schmitt, Cook, Dorans, and Eignor (1990) reported on the sensitivity of equating results to sampling designs; Lawrence and Dorans (1990) contributed with a study of the effect of matching samples in equating with an anchor test; and **Skip Livingston**, Dorans and **David Wright** (1990) also contributed on sampling and equating methodology to this issue. Cook, Eignor, and Stocking (1990) also produced an ETS research report in which IRT and non-IRT equating methods were compared.

Zwick (1990) published an article showing when IRT and Mantel-Haenszel definitions of DIF coincide. Also in the DIF area, Dorans and Holland (1992) produced a widely disseminated and used work on the Mantel-Haenszel (MH) and standardization methodologies, in which they also detailed the relationship of the MH to IRT models. Their methodology, of course, is the mainstay of DIF analyses today, at ETS and at other institutions. Muraki (1999) described a stepwise DIF procedure based on the multiple group PC model. He illustrated the use of the model using NAEP writing trend data and also discussed item parameter drift. Pashley (1992) presented a graphical procedure, based on IRT, to display the location and magnitude of DIF along the ability continuum.

MIRT models, although developed earlier, were further developed and illustrated with operational data during this decade; McKinley coauthored an article (Reckase & McKinley, 1991) describing the discrimination parameter for these models. Muraki and **Jim Carlson** (1995) developed a multidimensional graded response (MGR) IRT model for polytomously scored items, based on Samejima's normal ogive GR model. Relationships to the Reckase-McKinley and FA models were discussed, and an example using NAEP reading data was presented and
discussed. Zhang and Stout (1999a, 1999b) described models for detecting dimensionality and related them to FA and MIRT.

Lewis coauthored publications (McLeod & Lewis, 1999; McLeod, Lewis, & Thissen, 1999/2003) with a discussion of person-fit measures as potential ways of detecting memorization of items in a CAT environment using IRT, and introduced a new method. None of the three methods showed much power to detect memorization. Possible methods of altering a test when the model becomes inappropriate for a test taker were discussed.

**IRT Software Development and Evaluation**

During this period, Muraki developed the PARSCALE computer program (Muraki & Bock, 1993) that has become one of the most widely used IRT programs for polytomous item response data. At ETS it has been incorporated into the GENASYS software used in many operational programs to this day. Muraki (1992c) also developed the RESGEN software, also widely used, for generating simulated polytomous and dichotomous item response data.

Many of the research projects in the literature reviewed here involved development of software for estimation of newly developed or extended models. Some examples involve Yamamoto’s (1989) HYBRID model, the MGR model (Muraki & Carlson, 1995) for which Muraki created the POLYFACT software, and the Saltus model (Mislevy & Wilson, 1996) for which an EM algorithm-based program was created.

**Explanation, Evaluation, and Application of IRT Models**

In this decade ETS researchers continued to provide explanations of IRT models for users, to conduct research evaluating the models, and to use them in testing programs in which they had not been previously used. The latter activity is not emphasized in this section as it was for sections on previous decades because of the sheer volume of such work and the fact that it generally involves simply applying IRT to testing programs, whereas in previous decades the research made more of a contribution, with recommendations for practice in general. Although such work in the 1990s contributed to improving the methodology used in specific programs, it provided little information that can be generalized to other programs. This section, therefore covers research that is more generalizable, although illustrations may have used specific program data.
Some of this research provided new information about IRT scaling. **John Donoghue** (1992), for example, described the common misconception that the partial credit and GPC IRT model item category functions are symmetric, helping explain characteristics of items in these models for users of them. He also (1993) studied the information provided by polytomously scored NAEP reading items and made comparisons to information provided by dichotomously scored items, demonstrating how other users can use such information for their own programs. Donoghue and **Steve Isham** (1996/1998) used simulated data to compare IRT and other methods of detecting item parameter drift. Zwick (1991), illustrating with NAEP reading data, presented a discussion of issues relating to two questions: “What can be learned about the effects of item order and context on invariance of item parameter estimates?” and “Are common-item equating methods appropriate when measuring trends in educational growth?” Camili, Yamamoto, and **Ming-Mei Wang** (1993) studied scale shrinkage in vertical equating, comparing IRT with equipercentile methods using real data from NAEP and another testing program. Using IRT methods, variance decreased from fall to spring testings, and also from lower- to upper-grade levels, whereas variances have been observed to increase across grade levels for equipercentile equating. They discussed possible reasons for scale shrinkage and proposed a more comprehensive, model-based approach to establishing vertical scales. Yamamoto (1995) estimated IRT parameters using TOEFL data and his extended hybrid model (1989), which uses a combination of IRT and LC models to characterize when test takers switch from ability-based to random responses. He studied effects of time limits on speededness, finding that this model estimated the parameters more accurately than the usual IRT model. Everson and Yamamoto (1995), using three different sets of actual test data, found that the hybrid model successfully determined the switch point in the three datasets. **Mei Liu** coauthored (Lane, Stone, Ankenmann, & Liu, 1995) an article in which mathematics performance-item data were used to study the assumptions of and stability over time of item parameter estimates using the GR model. Mislevy and Sheehan (1994) used a tree-based analysis to examine the relationship of three types of item attributes (constructed-response [CR] vs. multiple choice [MC], surface features, aspects of the solution process) to operating characteristics (using 3PL parameter estimates) of computer-based **PRAXIS™** mathematics items. Mislevy and Wu (1996) built on their previous research (1988) on estimation of ability when there are missing data due to assessment design (alternate forms,
adaptive testing, targeted testing), focusing on using Bayesian and direct likelihood methods to estimate ability parameters.

Wainer, X.-B. Wang, and Thissen (1994) examined, in an IRT framework, the comparability of scores on tests in which test takers choose which CR prompts to respond to, and illustrated using the College Board *Advanced Placement®* Test in Chemistry.

Zwick, Dotty Thayer, and Wingersky (1995) studied the effect on DIF statistics of fitting a Rasch model to data generated with a 3PL model. The results, attributed to degradation of matching resulting from Rasch model ability estimation, indicated less sensitive DIF detection.

In 1992, special issues of the *Journal of Educational Measurement* and the *Journal of Educational Statistics* were devoted to methodology used by ETS in NAEP, including the NAEP IRT methodology. Al Beaton and Eugene Johnson (1992), and Mislevy, E. Johnson, and Muraki (1992) detailed how IRT is used and combined with the plausible values methodology to estimate proficiencies for NAEP reports. Mislevy, Beaton, Bruce Kaplan, and Sheehan (1992) wrote on how population characteristics are estimated from sparse matrix samples of item responses. Yamamoto and Mazzeo (1992) described IRT scale linking in NAEP.

IRT Contributions in the 21st Century

**Advances in the Development of Explanatory and Multidimensional IRT Models**

Multidimensional models and dimensionality considerations continued to be a subject of research at ETS, with many more contributions than in the previous decades. Zhang (2004a) proved that, when simple structure obtains, estimation of unidimensional or MIRT models by joint ML yields identical results, but not when marginal ML is used. He also conducted simulations and found that, with small numbers of items, MIRT yielded more accurate item parameter estimates but the unidimensional approach prevailed with larger numbers of items, and that when simple structure does not hold, the correlations among dimensions are overestimated.

A genetic algorithm was used by Zhang (2005b) in the maximization step of an EM algorithm to estimate parameters of a MIRT model with complex, rather than simple, structure. Simulated data suggested that this algorithm is a promising approach to estimation for this model. Zhang (2004b/2007) also extended the theory of conditional covariances to the case of polytomous items, providing a theoretical foundation for study of dimensionality. Several
estimators of conditional covariance were constructed, including the case of complex incomplete designs such as those used in NAEP. He demonstrated use of the methodology with NAEP reading assessment data, showing that the dimensional structure is consistent with the purposes of reading that define NAEP scales, but that the degree of multidimensionality is weak in those data.

Shelby Haberman, Matthias von Davier, and Yi-Hsuan Lee (2008) showed that MIRT models can be based on ability distributions that are multivariate normal or multivariate polytomous, and showed, using empirical data, that under simple structure the two cases yield comparable results in terms of model fit, parameter estimates, and computing time. They also discussed numerical methods for use with the two cases.

Frank Rijmen wrote two papers dealing with methodology relating to MIRT models, further showing the relationship between IRT and FA models. As discussed in the first section of this report, such relationships were shown for more simple models by Bert Green and Fred Lord in the 1950s. In the first (2009a) paper, Rijmen showed how an approach to full information ML estimation can be placed into a graphical model framework, allowing for derivation of efficient estimation schemes in a fully automatic fashion. This avoids tedious derivations, and he demonstrated the approach with the bifactor and a MIRT model with a second-order dimension. In the second paper, (2009b/2010) Rijmen studied three MIRT models for testlet-based tests, showing that the second-order MIRT model is formally equivalent to the testlet model, which is a bifactor model with factor loadings on the specific dimensions restricted to being proportional to the loadings on the general factor.


Tamas Antal (2007) presented a coordinate-free approach to MIRT models, emphasizing understanding these models as extensions of the univariate models. Based on earlier work by Rijmen, Tuerlinckx, de Boeck, and Kuppens (2003), Rijmen, Jeon, M. von Davier, and Rabe-
Hesketh (2013) described how MIRT models can be embedded and understood as special cases of generalized linear and nonlinear mixed models.

Haberman and Sandip Sinharay (2010a/2010b) studied the use of MIRT models in computing subscores, proposing a new statistical approach to examining when MIRT model subscores have added value over total number correct scores and subscores based on CTT. The MIRT-based methods were applied to several operational datasets, and results showed that these methods produce slightly more accurate scores than CTT-based methods.

Rose, M. von Davier, and Xueli Xu (2010) studied IRT modeling of nonignorable missing item responses in the context of large-scale international assessments, comparing using CTT and simple IRT models, the usual two treatments (missing item responses as wrong, or as not administered), with two MIRT models. One model used indicator variables as a dimension to designate where missing responses occurred, and the other was a multigroup MIRT model with grouping based on a within-country stratification by the amount of missing data. Using both simulated and operational data, they demonstrated that a simple IRT model ignoring missing data performed relatively well when the amount of missing data was moderate, and the MIRT-based models only outperformed the simple models with larger amounts of missingness, but they yielded estimates of the correlation of missingness with ability estimates and improved the reliability of the latter.

Peter van Rijn and Rijmen (2012) provided an excellent explanation of a “paradox” that in some MIRT models answering an additional item correctly can result in a decrease in the test taker’s score on one of the latent variables, previously discussed in the psychometric literature. These authors show clearly how it occurs and also point out that it does not occur in testlet (restricted bifactor) models.

ETS researchers also continued to develop CAT methodology. Duanli Yan, Lewis, and Stocking (2004) introduced a nonparametric tree-based algorithm for adaptive testing and showed that it may be superior to conventional IRT methods when the IRT assumptions are not met, particularly in the presence of multidimensionality. While at ETS, Alex Weissman coauthored an article (Belov, Armstrong, & Weissman, 2008) in which a new CAT algorithm was developed and tested in a simulation using operational test data. Belov et al. showed that their algorithm, compared to another algorithm incorporating content constraints had lower
maximum item exposure rates, higher utilization of the item pool, and more robust ability estimates when high (low) ability test takers performed poorly (well) at the beginning of testing.

The second edition of *Computerized Adaptive Testing: A Primer* (Wainer, Dorans, Eignor et al., 2000) was published and, as in the first edition (Wainer, Dorans, Flaugher, et al., 1990), many chapters were authored or coauthored by ETS researchers (Dorans, 2000; Flaugher, 2000; Steinberg, Thissen & Wainer, 2000; Thissen & Mislevy, 2000; Wainer, 2000; Wainer, Dorans, Green, Mislevy, Steinberg, & Thissen, 2000; Wainer & Eignor, 2000; Wainer & Mislevy, 2000). Xu and Douglas (2006) explored the use of nonparametric IRT models in CAT; derivatives of ICCs required by the Fisher information criterion might not exist for these models, so alternatives based on Shannon entropy and Kullback-Leibler information (which do not require derivatives) were proposed. For long tests these methods are equivalent to the maximum Fisher information criterion, and simulations showed them to perform similarly, and much better than random selection of items.

Diagnostic models for assessment including cognitive diagnostic (CD) assessment, as well as providing diagnostic information from common IRT models, continued to be an area of research by ETS staff. Yan, Almond, and Mislevy (2004), using a mixed number subtraction dataset, and cognitive research originally developed by Tatsuoka and her colleagues, compared several models for providing diagnostic information on score reports, including IRT and other types of models, and characterized the kinds of problems for which each is suited. They provided a general Bayesian psychometric framework to provide a common language, making it easier to appreciate the differences. M. von Davier (2005/2008a) presented a class of general diagnostic (GD) models that can be estimated by marginal ML algorithms; that allow for both dichotomous and polytomous items, compensatory and noncompensatory models; and subsume many common models including univariate and multivariate Rasch models, 2PL, PC and GPC, Facets, and a variety of skill profile models. He demonstrated the model using simulated as well as TOEFL iBT data.

Xu (2007) studied monotonicity properties of the GD model and found that, like the GPC model, monotonicity obtains when slope parameters are restricted to be equal, but does not when this restriction is relaxed, although model fit is improved. She pointed out that trade offs between these two variants of the model should be considered in practice. M. von Davier (2007a) extended the GD model to a hierarchical model and further extended it (2007b) to the mixture
general diagnostic (MGD) model (see also M. von Davier, 2008b), which allows for estimation of diagnostic models in multiple known populations as well as discrete unknown, or not directly observed mixtures of populations.

Xu and M. von Davier (2006) used a MIRT model specified in the GD model framework with NAEP data and verified that the model could satisfactorily recover parameters from a sparse data matrix and could estimate group characteristics for large survey data. Results under both single and multiple group assumptions and comparison with the NAEP model results were also presented. The authors suggested that it is possible to conduct cognitive diagnosis for NAEP proficiency data. Xu and M. von Davier (2008b) extended the GD model, employing a log-linear model to reduce the number of parameters to be estimated in the latent skill distribution. They extended that model (2008a) to allow comparison of constrained versus nonconstrained parameters across multiple populations, illustrating with NAEP data.

M. von Davier, DiBello, and Yamamoto (2006/2008) discussed models for diagnosis that combine features of MIRT, FA, and LC models. Hartz and Roussos (2008) wrote on the fusion model for skills diagnosis, indicating that the development of the model produced advancements in modeling, parameter estimation, model fitting methods, and model fit evaluation procedures. Simulation studies demonstrated the accuracy of the estimation procedure, and effectiveness of model fitting and model fit evaluation procedures. They concluded that the model is a promising tool for skills diagnosis that merits further research and development.

Linking and equating also continue to be important topics of ETS research. In this section the focus is research on IRT-based linking/equating methods. M. von Davier and Alina von Davier (2004/2007, 2010) presented a unified approach to IRT scale linking and transformation. Any linking procedure is viewed as a restriction on the item parameter space, and then rewriting the log-likelihood function together with implementation of a maximization procedure under linear or nonlinear restrictions accomplishes the linking. Xu and M. von Davier (2008c/2008d) developed an IRT linking approach for use with the GD model and applied the proposed approach to NAEP data. Holland and Hoskens (2002) developed an approach viewing CTT as a first-order version of IRT and the latter as detailed elaborations of CTT, deriving general results for the prediction of true scores from observed scores, leading to a new view of linking tests not designed to be linked. They illustrated the theory using simulated and actual test data. M. von Davier, Xu, and Carstensen (2011) presented a model that generalizes approaches by Andersen
(1985), and Embretson (1991), respectively, to utilize MIRT in a multiple-population longitudinal context to study individual and group-level learning trajectories.

Research on testlets continued to be a focus at ETS, as well as research involving item families. X. Wang, Bradlow, and Wainer (2002) extended the development of testlet models to tests comprising polytomously scored and/or dichotomously scored items, using a fully Bayesian method. They analyzed data from the Test of Spoken English (TSE) and the North Carolina Test of Computer Skills, concluding that the latter exhibited significant testlet effects, whereas the former did not. Sinharay, Matt Johnson, and David Williamson (2003) used a Bayesian hierarchical model to study item families, showing that the model can take into account the dependence structure built into the families, allowing for calibration of the family rather than the individual items. They introduced the family expected response function (FERF) to summarize the probability of a correct response to an item randomly generated from the family, and suggested a way to estimate the FERF.

Wainer and X. Wang (2000/2001) conducted a study in which TOEFL data were fitted to an IRT testlet model, and for comparative purposes to a 3PL model. They found that difficulty parameters were estimated well with either model, but discrimination and lower asymptote parameters were biased when conditional independence was incorrectly assumed. Wainer also coauthored book chapters explaining methodology for testlet models (Glas, Wainer, & Bradlow, 2000; Wainer, Bradlow, & Du, 2000).

Yanmei Li, Shuhong Li, and Lin Wang (2010) used both simulated data and operational program data to compare the parameter estimation, model fit, and estimated information of testlets comprising both dichotomous and polytomous items. The models compared were a standard 2PL/GPC model (ignoring local item dependence within testlets) and a general dichotomous/polytomous testlet model. Results of both the simulation and real data analyses showed little difference in parameter estimation but more difference in fit and information. For the operational data, they also made comparisons to a MIRT model under a simple structure constraint, and this model fit the data better than the other two models.

Roberts, Donoghue, and Laughlin (2002) in a continuation of their research on the GGUM, studied the characteristics of marginal ML and expected a posteriori (EAP) estimates of item and test-taker parameter estimates, respectively. They concluded from simulations that
accurate estimates could be obtained for items using 750 to 1,000 test takers and for test takers using 15 to 20 items.

Checking assumptions, including the fit of IRT models to both the items and test takers of a test, is another area of research at ETS during this period. Sinharay and M. Johnson (2003) studied the fit of IRT models to dichotomous item response data in the framework of Bayesian posterior model checking. Using simulations, they studied a number of discrepancy measures and suggest graphical summaries as having a potential to become a useful psychometric tool. In further work on this model checking (Sinharay, 2003a, 2003b, 2005, 2006; Sinharay, M. Johnson, & Stern, 2006) they discussed the model-checking technique, and IRT model fit in general, extended some aspects of it, demonstrated it with simulations, and discussed practical applications. Weiling Deng coauthored (de la Torre & Deng, 2008) an article proposing a modification of the standardized log likelihood of the response vector measure of person fit in IRT models, taking into account test reliability and using resampling methods. Evaluating the method, they found type I error rates were close to the nominal and power was good, resulting in a conclusion that the method is a viable and promising approach.

Based on earlier work during a postdoctoral fellowship at ETS, M. von Davier and Molenaar (2003) presented a person-fit index for dichotomous and polytomous IRT and latent structure models. Sinharay and Ying Lu (2007/2008) studied the correlation between fit statistics and IRT parameter estimates; previous researchers had found such a correlation, which was a concern for practitioners. These authors studied some newer fit statistics not studied in the previous research, and found these new statistics not to be correlated with the item parameters. Haberman (2009b) discussed use of generalized residuals in the study of fit of 1PL and 2PL IRT models, illustrating with operational test data.

Mislevy and Sinharay coauthored an article (Levy, Mislevy, & Sinharay, 2009) on posterior predictive model checking, a flexible family of model-checking procedures, used as a tool for studying dimensionality in the context of IRT. Factors hypothesized to influence dimensionality and dimensionality assessment are couched in conditional covariance theory and conveyed via geometric representations of multidimensionality. Key findings of a simulation study included support for the hypothesized effects of the manipulated factors with regard to their influence on dimensionality assessment and the superiority of certain discrepancy measures for conducting posterior predictive model checking for dimensionality assessment.
Xu and Yue Jia (2011) studied the effects on item parameter estimation in Rasch and 2PL models of generating data from different ability distributions (normal distribution, several degrees of generalized skew normal distributions), and estimating parameters assuming these different distributions. Using simulations, they found for the Rasch model that the estimates were little affected by the fitting distribution, except for fitting a normal to an extremely skewed generating distribution; whereas for the 2PL this was true for distributions that were not extremely skewed, but there were computational problems (unspecified) that prevented study of extremely skewed distributions.

M. von Davier and Yamamoto (2003) extended the GPC model to enable its use with discrete mixture IRT models with partially missing mixture information. The model includes LC analysis and multigroup IRT models as special cases. An application to large-scale assessment mathematics data, with three school types as groups and 20% of the grouping data missing, was used to demonstrate the model.

M. von Davier and Sinharay (2009/2010) presented an application of a stochastic approximation EM algorithm using a Metropolis-Hastings sampler to estimate the parameters of an item response latent regression (LR) model. These models extend IRT to a two-level latent variable model in which covariates serve as predictors of the conditional distribution of ability. Applications to data from NAEP were presented, and results of the proposed method were compared to results obtained using the current operational procedures.

Haberman (2004) discussed joint and conditional ML estimation for the dichotomous Rasch model, explored conditions for consistency and asymptotic normality, investigated effects of model error, estimated errors of prediction, and developed generalized residuals. The same author (Haberman, 2005a) showed that if a parametric model for the ability distribution is not assumed, the 2PL and 3PL (but not 1PL) models have identifiability problems that impose restrictions on possible models for the ability distribution. Haberman (2005b) also showed that LC item response models with small numbers of classes are competitive with IRT models for the 1PL and 2PL cases, showing that computations are relatively simple under these conditions. In another report, Haberman (2006) applied adaptive quadrature to ML estimation for IRT models with normal ability distributions, indicating that this method may achieve significant gains in speed and accuracy over other methods.
Information about the ability variable when an IRT model has a latent class structure was the topic of Haberman (2007a) in another publication. He also discussed reliability estimates and sampling and provided examples. Expressions for bounds on log odds ratios involving pairs of items for unidimensional IRT models in general, and explicit bounds for 1PL and 2PL models were derived by Haberman, Holland, and Sinharay (2007). The results were illustrated through an example of their use in a study of model-checking procedures. These bounds can provide an elementary basis for assessing goodness of fit of these models. In another publication, Haberman (2008) showed how reliability of an IRT scaled score can be estimated and that it may be obtained even though the IRT model may not be valid.

Zhang (2005a) used simulated data to investigate whether Lord’s bias function and weighted likelihood estimation method for IRT ability with known item parameters would be effective in the case of unknown parameters, concluding that they may not be as effective in that case. He also presented algorithms and methods for obtaining the global maximum of a likelihood, or weighted likelihood (WL), function.

Lewis (2001) produced a chapter on expected response functions (ERFs) in which he discussed Bayesian methods for IRT estimation. Zhang and Ting Lu (2007) developed a new corrected weighted likelihood (CWL) function estimator of ability in IRT models based on the asymptotic formula of the WL estimator; they showed via simulation that the new estimator reduces bias in the ML and WL estimators, caused by failure to take into account uncertainty in item parameter estimates. Y.-H. Lee and Zhang (2008) further studied this estimator and Lewis’ ERF estimator under various conditions of test length and amount of error in item parameter estimates. They found that the ERF reduced bias in ability estimation under all conditions and the CWL under certain conditions.


Deping Li and Oranje (2007) compared a new method for approximating standard error of regression effects estimates within an IRT-based regression model, with the imputation-based
estimator used in NAEP. The method is based on accounting for complex samples and finite populations by Taylor series linearization, and these authors formally defined a general method, and extended it to multiple dimensions. The new method was compared to the NAEP imputation-based method.

Antal and Oranje (2007) described an alternative numerical integration applicable to IRT and emphasized its potential use in estimation of the LR model of NAEP. D. Li, Oranje, and Jiang (2007) discussed parameter recovery and subpopulation proficiency estimation using the hierarchical latent regression (HLR) model and made comparisons with the LR model using simulations. They found the regression effect estimates were similar for the two models, but there were substantial differences in the residual variance estimates and standard errors, especially when there was large variation across clusters because a substantial portion of variance is unexplained in LR.


**IRT Software Development and Evaluation**


**Explanation, Evaluation, and Application of IRT Models**

For the fourth edition of *Educational Measurement* edited by Brennan, Yen and Anne Fitzpatrick (2006) contributed the chapter on IRT, providing a great deal of information useful to both practitioners and researchers. Although other ETS staff were authors or coauthors of chapters in this book, they did not focus on IRT methodology, per se.
Muraki, Catherine Hombo (McClellan), and Yong-Won Lee (2000) presented IRT methodology for psychometric procedures in the context of performance assessments, including description and comparison of many IRT and CTT procedures for scaling, linking, and equating. Linda Tang and Eignor (2001), in a simulation, studied whether CTT item statistics could be used as collateral information along with IRT calibration to reduce sample sizes for pretesting TOEFL items, and found that CTT statistics, as the only collateral information, would not do the job.

Don Rock and Judy Pollack (2002) investigated model-based methods (including IRT-based methods), and more traditional methods of measuring growth in prereading and reading at the kindergarten level, including comparisons between demographic groups. They concluded that the more traditional methods may yield uninformative if not incorrect results.

Scrams, Mislevy, and Sheehan (2002) studied use of item variants for continuous linear computer-based testing. Results showed that calibrated difficulty parameters of analogy and antonym items from the GRE General Test were very similar to those based on variant family information, and, using simulations, they showed that precision loss in ability estimation was less than 10% in using parameters estimated from expected response functions based only on variant family information.

A study comparing linear, fixed common item, and concurrent parameter estimation equating methods in capturing growth was conducted and reported by Mike Jodoin, Keller, and Swaminathan (2003). A. von Davier and Wilson (2005) studied the assumptions made at each step of calibration through IRT true-score equating and methods of checking whether the assumptions are met by a dataset. Operational data from the AP Calculus AB exam were used as an illustration. Ourania Rotou, Liane Patsula, Manfred Steffen, and Saba Rizavi (2007) compared the measurement precision, in terms of reliability and conditional standard error of measurement (CSEM), of multistage (MS), CAT, and linear tests, using 1PL, 2PL, and 3PL IRT models. They found the MS tests to be superior to CAT and linear tests for the 1PL and 2PL models, and performance of the MS and CAT to be about the same, but better than the linear for the 3PL case.

Yuming Liu, Schulz, and Lei Yu (2008) compared the bootstrap and Markov chain Monte Carlo (MCMC) methods of estimation in IRT true-score equating with simulations based on operational testing data. Patterns of standard error estimates for the two methods were similar,
but the MCMC produced smaller bias and mean square errors of equating. Guemin Lee and Fitzpatrick (2008), using operational test data, compared IRT equating by the Stocking-Lord method with and without fixing the \( c \) parameters. Fixing the \( c \) parameters had little effect on parameter estimates of the nonanchor items, but a considerable effect at the lower end of the scale for the anchor items. They suggested that practitioners consider using the fixed-\( c \) method.

A regression procedure was developed by Haberman (2009a) to simultaneously link a very large number of IRT parameter estimates obtained from a large number of test forms, where each form has been separately calibrated and where forms can be linked on a pairwise basis by means of common items. An application to 2PL and GPC model data was also presented. Xu, Douglas, and Lee (2010) presented two methods of using nonparametric IRT models in linking, illustrating with both simulated and operational datasets. In the simulation study, they showed that the proposed methods recover the true linking function when parametric models do not fit the data or when there is a large discrepancy in the populations.

Y. Li (2012), using simulated data, studied the effects, for a test with a small number of polytomous anchor items, of item parameter drift on TCC linking and IRT true-score equating. Results suggest that anchor length, number of items with drifting parameters, and magnitude of the drift affected the linking and equating results. The ability distributions of the groups had little effect on the linking and equating results. In general, excluding drifted polytomous anchor items resulted in an improvement in equating results.

D. Li, Yanlin Jiang, and A. von Davier (2012) conducted a simulation study of IRT equating of six forms of a test, comparing several equating transformation methods and separate versus concurrent item calibration. The characteristic curve methods yielded smaller biases and smaller sampling errors (or accumulation of errors over time) so the former were concluded to be superior to the latter and were recommended in practice.


Almond, DiBello, Brad Moulder, and Diego Zapata-Rivera (2007) described Bayesian network models and their application to IRT-based CD modeling. The paper, designed to
encourage practitioners to learn to use these models, is aimed at a general educational measurement audience, does not use extensive technical detail, and presents examples.

**The Signs of (IRT) Things to Come**

The body of work that ETS staff has contributed to in the development and applications of IRT, MIRT, and comprehensive integrated models based on IRT has been documented in multiple published monographs and edited volumes. At the point of writing this report, the history is still in the making; there are three more edited volumes that would have not been possible without the contributions of ETS researchers reporting on the use of IRT in various applications. More specifically:


**Summary**

Over the past six decades, ETS has pushed the envelope of modeling item response data using a variety of latent trait models that are commonly subsumed under the label IRT. Early developments, software tools, and applications allowed insight into the particular advantages of approaches that use item response functions to make inferences about individual differences on
latent variables. ETS has not only provided theoretical developments, but has also shown, in large scale applications of IRT, how these methodologies can be used to perform scale linkages in complex assessment designs, and how to enhance reporting of results by providing a common scale and unbiased estimates of individual or group differences.

In the past two decades, IRT, with many contributions from ETS researchers, has become an even more useful tool. One main line of development has connected IRT to cognitive models and integrated measurement and structural modeling. This integration allows for studying questions that cannot be answered by secondary analyses using simple scores derived from IRT- or CTT-based approaches. More specifically, differential functioning of groups of items, the presence or absence of evidence that suggests that multiple diagnostic skill variables can be identified, and comparative assessment of different modeling approaches are part of what the most recent generation of multidimensional explanatory item response models can provide.

ETS will continue to provide cutting edge research and development on future IRT-based methodologies, and continues to play a leading role in the field, as documented by the fact that nine chapters of the *Handbook of Modern Item Response Theory, Volume 2* are authored by ETS staff. Also, of course, at any point in time, including the time of publication of this work, there are numerous research projects being conducted by ETS staff, and for which reports are being drafted, reviewed, or submitted for publication. By the time this work is published, there will undoubtedly be additional publications not included herein.
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Notes

1 Boldface and full spelling of an individual’s name indicates an ETS staff member.

2 Green stated that Tucker was at Princeton and ETS from 1944 to 1960; as head of statistical analysis at ETS, Tucker was responsible for setting up the statistical procedures for test and item analysis, as well as equating.

3 As was common practice for many years at ETS, Green’s (1950a) and Lord’s (1952b) research bulletins (RBs) later resulted in journal articles (Green, 1951a; Lord 1953). In cases where two references are the same, or at least based on the same study (RBs and reports were often more detailed than the journal article), we will cite them together, separated by a slash (as in “1952b/1953”). Also, these research bulletins and journal articles by Green and Lord are based on their Ph.D. theses at Princeton University, both presented in 1951.

4 Lord (1980a, p. 19) attributes the term *local independence* to Lazarsfeld (1950) and mentions that Lazarsfeld used the term *trace line* for a curve like the ICC. Rasch (1960) makes no mention of the earlier works referred to by Lord so we have to assume he was unaware of them or felt they were not relevant to his research direction.

5 Samejima produced this work while at ETS. She later developed her GR models more fully while holding university positions. Her ETS Research Bulletin (1968) was also published as a Psychometric Monograph (1969).

6 In this case, the available (on the ETS website) copy of the (1967) research bulletin is a copy of the (1968a) journal article.

7 Developed in 1991 (as cited in Yen & Fitzpatrick, 2006), about the same time as Muraki was developing the GPC model.

8 Unfolding models are proximity IRT models developed for assessments with binary disagree-agree or graded disagree-agree responses. Responses on these assessments are not necessarily cumulative and one cannot assume that higher levels of the latent trait will, lead to higher item scores and thus to higher total test scores. Unfolding models predict item scores and total scores on the basis of the distances between the test taker and each item on the latent continuum (Roberts, n.d.).
While these authors were not ETS staff members, this report was completed under the auspices of the External Diagnostic Research Team, supported by ETS.
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