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Abstract 

An alignment study was conducted with 13 educators who mentor or supervise preservice (or 

student teacher) candidates to explicitly document the connections between the Interstate 

Teacher Assessment and Support Consortium (InTASC) Model Core Teaching Standards and 

the Praxis® Performance Assessment for Teachers (PPAT). The multiple-task assessment 

requires candidates to submit written responses and supporting instructional materials and 

student work (i.e., artifacts). The PPAT was developed to assess a subset of the performance 

indicators delineated in the InTASC standards. In this study, we applied a multiple-round 

judgment process to identify which InTASC performance indicators are addressed by the tasks 

that compose the PPAT. The combined judgments of the experts determined the assignment of 

the InTASC performance indicators to the PPAT tasks. The panel identified 33 indicators 

measured by 1 or more PPAT tasks. 

Key words: Praxis®, PPAT, InTASC, alignment  
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The interplay of subject-matter knowledge and pedagogical methods in the preparation 

and development of quality teachers has been a topic of discussion since the turn of the last 

century (Dewey, 1904/1964) and continues to drive the teacher quality discussion. Facilitated by 

the Council of Chief State School Officers (CCSSO), 17 state departments of education in the 

late 1980s began development of standards for new teachers that address both content knowledge 

and teaching practices (CCSSO, 1992). More recently, Deborah Ball and her colleagues have 

argued that “any examination of teacher quality must, necessarily, also grapple with issues of 

teaching quality” (Ball & Hill, 2008, p. 81). At the entry point into the profession—initial 

licensure of teachers—an added focus on the practice of teaching to augment subject-matter and 

pedagogical knowledge can provide a fuller picture of the profession of teaching. 

The Praxis® Performance Assessment for Teachers (PPAT) is a multiple-task, authentic 

performance assessment completed during a candidate’s preservice, or student teaching, 

placement. The PPAT measures a candidate’s ability to gauge their students’ learning needs, 

interact effectively with students, design and implement lessons with well-articulated learning 

goals, and design and use assessments to make data-driven decisions to inform teaching and 

learning. The groundwork for the PPAT is the Interstate Teacher Assessment and Support 

Consortium (InTASC) Model Core Teaching Standards and Learning Progressions for Teachers 

1.0 (CCSSO, 2013). The multiple tasks within the PPAT address both (a) the separate 

components of effective practice and (b) the interconnectedness of these components. A 

multiple-round alignment study was conducted in February 2015 to explicitly document the 

connections between the InTASC standards and the PPAT. This report documents the alignment 

procedures and results of the study.  

InTASC Standards and the PPAT 

The InTASC standards include 10 standards, and each standard includes performances, 

essential knowledge, and critical dispositions. For example, the first standard, Standard #1: 

Learner Development, includes three performances, four essential knowledge areas, and four 

critical dispositions (CCSSO, 2013). The PPAT focuses on a subset of the performances 

(referred to as performance indicators) as identified by a committee of subject-matter experts 

working with Educational Testing Service (ETS) performance assessment experts. The 

development of the PPAT began with defining a subset of the InTASC performance indicators 

(under the first nine standards1) that 
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 most readily applied to teacher candidates prior to the completion of their teacher 

preparation program (i.e., during preservice teaching), 

 could be demonstrated during a candidate’s preservice teaching assignment, and 

 could be effectively assessed with a structured performance assessment. 

The PPAT includes four tasks. Task 1 is a formative exercise and is locally scored; Task 

1 does not contribute to a candidate’s PPAT score. Tasks 2–4 are centrally scored and contribute 

to a candidate’s score. Each task is composed of steps, and each step is scored using a unique, 

four-point scoring rubric. The step scores are summed to produce a task score—Task 2 includes 

three steps and the task-level score ranges from 3 to 12; Tasks 3 and 4 include four steps each 

and task-level scores range from 4 to 16. The task scores are weighted—the Task 4 score is 

doubled— and summed to produce the PPAT score. The current research addresses Tasks 2, 3, 

and 4, the three tasks that contribute to the summative, consequential PPAT score. 

Alignment 

Alignment is typically considered as a component of content validity evidence that 

supports the intended use of the assessment results (Kane, 2006). Alignment evidence can 

include the connections between (a) content standards and instruction, (b) content standards and 

the assessment, and (c) instruction and the assessment (Davis-Becker & Buckendahl, 2013). 

While the content standards being examined are national in scope and the assessment was 

developed for national administration, the instruction provided at educator preparation programs 

(EPPs) across the country cannot be considered common. Therefore, connections with 

instruction are outside the scope of this research and attention was focused on the connection 

between the content standards—the InTASC standards—and the assessment—the PPAT. 

Typically for licensure or certification testing, the content domain is defined by a 

systematic job or practice analysis (American Educational Research Association, American 

Psychological Association, & National Council on Measurement in Education, 2014). The 

current InTASC standards were first published in 2011 (CCSSO, 2011) and were later 

augmented to include learning progressions for teachers (CCSSO, 2013).The InTASC standards 

have been widely accepted and were thus considered a suitable starting point for the 

development of the PPAT. The relevance and importance of the knowledge and skills contained 
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in the standards is supported by the literature on teaching (see the literature review 

commissioned by CCSSO at www.ccsso.org/intasc).  

To evaluate the content validity of the PPAT for the purpose of informing initial licensure 

decisions, evidence should be collected regarding relevance of the domain and alignment of the 

assessment to the defined domain (Sireci, 1998). As stated previously, the content domain for the 

PPAT is a subset of the performance indicators included in the InTASC standards. The initial 

development process, the recent steps to update the standards, and the research literature 

supporting the standards provides evidence of the strength of these standards as an accepted 

definition of relevant knowledge and skills needed for safe and effective teaching (CCSSO, 

2013). Therefore, evidence exists to address the relevance and importance of the domain.  

The purpose of this study is to explicitly evaluate the alignment of the PPAT to the 

InTASC standards to determine which of the InTASC standards and performance indicators are 

being measured by the three summative tasks that compose the PPAT. A panel of teacher 

preparation experts were charged with identifying any and all InTASC performance indicators 

that were addressed by the tasks. The combined judgments of the experts determined the 

assignment of the InTASC performance indicators to the PPAT tasks. Establishing the alignment 

of the tasks and rubrics to the intended InTASC performance indicators provides evidence to 

support the content validity of the PPAT. Content validity is critical to the proper use and 

interpretation of the assessment (Bhola, Impara, & Buckendahl, 2003; Davis-Becker & 

Buckendahl, 2013; Martone & Sireci, 2009). 

Procedures 

A judgment-based process was used to examine the domain representation of the PPAT. 

The study took 2 days to complete. The major steps for the study are described in the following 

sections.  

Reviewing the PPAT  

Approximately 2 weeks prior to the study, panelists were provided with available PPAT 

materials, including the tasks, scoring rubrics, and guidelines for preparing and submitting 

supporting artifacts. The materials panelists reviewed were the same materials provided to 

candidates. Panelists were asked to take notes on tasks or steps within tasks, focusing on what 

http://www.ccsso.org/intasc
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was being measured and the challenge the task poses for preservice teachers. Panelists also were 

sent the link to the InTASC standards and asked to review them. 

At the beginning of the study, ETS performance assessment specialists described the 

development of the tasks and the administration of the assessment. Then, the structure of each 

task—prompts, candidate’s written response, artifacts, and scoring rubrics—were described for 

the panel. The whole-group discussion focused on what knowledge/skills were being measured, 

how candidates responded to the tasks and what supporting artifacts were expected, and what 

evidence was being valued during scoring. 

Panelists’ Judgments 

The following steps were followed for each task. The panel completed all judgments for a 

task before moving to the next task. The panel received training on each type of judgment, the 

associated rating scale, and the data collection process. The judgment process started with Task 2 

and was repeated for Tasks 3 and 4. The committee did not consider Task 1. 

Round 1 judgments. The panelists reviewed the task and judged, for each step within the 

task, what InTASC standards were being measured by the step. The panelists made their 

judgments using a five-point scale ranging from 1 (not measured) to 5 (directly measured). 

InTASC standards that received a 4 or 5 by at least seven of the 13 panelists were considered 

measured by the task and thus considered in Round 2. 

Round 2 judgments. For the InTASC standards identified in Round 1, the panelists 

judged how relevant each performance indicator under that standard was to successfully 

completing the step. For example, InTASC Standard #1: Learner Development has three 

performance indicators. The panelists made their judgments using a five-point scale ranging 

from 1 (not at all relevant) to 5 (highly relevant). Judgments were collected and summarized. 

InTASC performance indicators with an average judgment at or above 4.0 were considered 

aligned to the step. 

Round 3 judgments. Next, the panel reviewed the rubric for each step and judged if the 

scoring rubric associated with the step addressed the performance indicators identified in Round 

2. Based on the description of a candidate’s performance that would warrant the highest score of 

4, the panel judged (“yes” or “no”) if the scoring rubric addressed the skills described in the 

performance indicator. 
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Relevance, importance, and authenticity judgments. Finally, the panelists indicated 

their level of agreement with the following statements: 

 The skills being measured are relevant for a beginning teacher. 

 The skills being measured are important for a beginning teacher. 

 The task/step is authentic (e.g., represents tasks a beginning teacher can expect to 

encounter). 

Final Evaluations 

The panelists completed an evaluation form at the conclusion of the study addressing the 

quality of the implementation and their certainty with their individual alignment judgments.  

Results 

Alignment judgments, as well as relevance, importance and authenticity judgments, are 

summarized in the following sections.  

Round 1 Judgments 

The results from Round 1 (standards-level judgments) are a preliminary step to inform 

Rounds 2 and 3. To assure that all InTASC standards that may have some connection to a step 

were considered in Round 2, panelists’ judgments were discussed and panelists could revisit their 

Round 1 judgments. Table 1 summarizes the Round 1 results. 

Table 1. Round 1 Alignment (Standard Level) Results 

PPAT task & step 
Number of 

standards 
Standards 

Task 2/Step 1 5 1, 2, 6, 7, 8 

Task 2/Step 2 5 1, 2, 6, 8, 9 

Task 2/Step 3 5 1, 2, 6, 7, 9 

Task 3/Step 1 7 1, 2, 3, 4, 5, 7, 8 

Task 3/Step 2 6 1, 2, 4, 6, 7, 8 

Task 3/Step 3 9 1, 2, 3, 4, 5, 6, 7, 8, 9 

Task 3/Step 4 9 1, 2, 3, 4, 5, 6, 7, 8, 9 

Task 4/Step 1 9 1, 2, 3, 4, 5, 6, 7, 8, 9 

Task 4/Step 2 8 1, 2, 3, 4, 5, 6, 7, 8 

Task 4/Step 3 6 1, 2, 4, 6, 7, 8 

Task 4/Step 4 8 1, 2, 3, 4, 6, 7, 8, 9 

Note. Task 1 was not judged by the reviewers and is not included in this table. 
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Round 2 Judgments 

Based on the results from Round 1, the panelists made alignment judgments for each 

performance indicator under the identified InTASC standards. Judgments were made using a 

five-point scale. Tables 2–4 summarize the Round 2 judgments for Tasks 2, 3, and 4, 

respectively. The shaded values indicate the performance indicators that met the criteria for 

alignment: mean judgment at or above 4.0 on the five-point scale. Only performance indicators 

meeting the criteria for alignment for one or more steps are included in the tables. 

Given the strong interconnections among steps within a task and the reporting of 

candidate scores at the task level, the alignment of the PPAT to the InTASC standards is most 

appropriate at the task level. If a performance indicator is determined to be aligned to one or 

more steps, then it is aligned to the task. Table 5 summarizes the task-level alignment results 

from Round 2. The panel identified 33 performance indicators as being measured by one or more 

PPAT tasks. 

Round 3 Judgments 

Based on the results from Round 2, the panelists made yes/no judgments regarding if the 

step-level rubric addressed each identified performance indicator. In all cases, a majority of the 

panelists indicated that the identified performance indicator was addressed by the step-specific 

rubric.2 For all but eight of the 127 Round 3 judgments collected, more than 75% of panelists 

indicated the performance indicator was addressed; the judgment was unanimous for 56 of the 

step-indicators pairings. 

Relevance, Importance and Authenticity of Tasks  

For each of the 11 steps that compose Tasks 2–4, the panelists3 indicated their level of 

agreement with the following three statements: 

 The skills being measured are relevant for a beginning teacher. 

 The skills being measured are important for a beginning teacher. 

 The task/step is authentic (e.g., represents tasks a beginning teacher can expect to 

encounter). 

Tables 6–8 summarize the relevance, importance, and authenticity judgments. 
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Table 2. Round 2 Alignment (Indicator Level) Results: Task 2 

Performance indicatora Step 1 

Mean (SD) 

Step 2 

Mean (SD) 

Step 3 

Mean (SD) 

1(a) 3.62 (1.04) 3.38 (1.19) 4.00 (1.22) 

2(b) 4.15 (0.90) 3.46 (1.39) 3.62 (1.33) 

2(f) 4.15 (0.90) 1.77 (0.83) 2.15 (0.99) 

6(b) 4.54 (0.78) 2.23 (1.30) 2.92 (1.04) 

6(c) 2.62 (1.45) 4.54 (0.97) 4.23 (1.09) 

6(d) 2.00 (1.22) 4.08 (1.19) 2.15 (1.21) 

6(g) 3.23 (1.36) 4.00 (1.08) 3.92 (1.12) 

6(h) 4.31 (1.11) 3.69 (1.25) 3.08 (1.32) 

7(d) 3.54 (1.13) — 4.15 (1.28) 

8(b) 3.23 (1.30) 4.15 (0.99) — 

9(c) — 3.85 (1.28) 4.08 (1.26) 

Note. Shaded values indicate performance indicators that met the criteria for alignment: mean judgment at or above 

4.0 on the 5-point scale. As indicated by a dash, not all standards were identified in Round 1 judgments; therefore, 

Round 2 judgments were not collected for some performance indicators. 
a Only performance indicators meeting the criteria for alignment for one or more steps are included. 

Table 3. Round 2 Alignment (Indicator Level) Results: Task 3 

Performance 

indicatora 

Step 1 

Mean (SD) 

Step 2 

Mean (SD) 

Step 3 

Mean (SD) 

Step 4 

Mean (SD) 

1(a) 2.85 (1.46) 4.23 (1.17) 4.54 (0.52) 4.77 (0.44) 

1(b) 4.85 (0.38) 4.85 (0.38) 4.15 (1.14) 4.08 (0.95) 

2(a) 4.46 (0.66) 4.85 (0.38) 4.31 (0.95) 4.69 (0.63) 

2(b) 4.23 (1.17) 4.77 (0.60) 4.46 (0.66) 4.54 (0.66) 

2(c) 4.15 (1.34) 3.85 (1.14) 3.38 (1.33) 4.23 (1.01) 

2(f) 4.08 (0.64) 3.69 (1.18) 3.54 (1.45) 4.31 (0.75) 

3(e) 3.08 (1.61) — 4.00 (1.29) 3.23 (1.48) 

4(e) 4.08 (0.64) 3.31 (1.32) 3.46 (1.45) 3.92 (1.19) 

4(f) 4.00 (1.08) 4.38 (0.51) 4.31 (0.63) 4.15 (0.55) 

4(g) 4.31 (0.75) 3.54 (1.20) 3.77 (1.36) 3.85 (1.14) 

6(a) — 3.69 (1.03) 4.31 (0.85) 4.15 (1.21) 

6(c) — 3.77 (1.54) 4.31 (0.63) 4.54 (0.52) 

6(d) — 2.46 (1.33) 4.00 (1.15) 3.08 (1.38) 

6(g) — 4.31 (1.11) 4.00 (0.91) 4.00 (1.29) 

7(a) 4.85 (0.38) 4.77 (0.44) 3.62 (1.71) 4.31 (0.85) 

7(b) 5.00 (0.00) 4.77 (0.44) 3.92 (1.26) 4.46 (0.97) 

7(c) 4.23 (1.01) 4.38 (0.65) 4.15 (1.34) 3.92 (1.19) 

7(d) 4.38 (0.87) 4.31 (1.18) 3.77 (1.30) 4.54 (0.66) 

7(f) 3.54 (1.45) 4.08 (1.12) 4.31 (0.95) 4.46 (0.52) 

8(a) 4.92 (0.28) 4.92 (0.28) 4.69 (0.48) 4.69 (0.63) 

8(b) 3.15 (1.52) 4.31 (1.11) 4.62 (0.51) 4.85 (0.38) 

9(c) — — 4.15 (1.21)  (0.85) 

Note. Shaded values indicate performance indicators that met the criteria for alignment: mean judgment at or above 

4.0 on the five-point scale. As indicated by a dash, not all standards were identified in Round 1 judgments; therefore, 

Round 2 judgments were not collected for some performance indicators. 
a Only performance indicators meeting the criteria for alignment for one or more steps are included. 
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Table 4. Round 2 Alignment (Indicator-Level) Results: Task 4 

Performance 

indicatora 

Step 1 

Mean (SD) 

Step 2 

Mean (SD) 
Step 3 

Mean (SD) 

Step 4 

Mean (SD) 

1(a) 4.62 (0.51) 4.62 (0.65) 4.77 (0.44) 4.69 (0.63) 

1(b) 4.69 (0.63) 3.77 (1.48) 3.85 (1.41) 3.69 (1.32) 

2(a) 4.62 (0.65) 4.23 (1.30) 4.23 (1.17) 4.15 (0.90) 

2(b) 4.23 (1.17) 3.85 (1.34) 4.00 (1.29) 3.85 (1.14) 

2(c) 4.54 (0.78) 3.23 (1.36) 3.46 (1.39) 3.54 (1.45) 

3(d) 3.77 (1.01) 4.46 (0.66) — 3.38 (1.26) 

3(f) 3.08 (1.38) 4.69 (0.48) — 2.92 (1.38) 

4(c) 3.62 (1.04) 4.00 (1.22) 2.54 (1.51) 2.92 (1.38) 

4(d) 4.00 (1.08) 3.92 (1.12) 2.69 (1.49) 2.92 (1.26) 

4(f) 4.00 (1.08) 3.92 (1.26) 3.69 (1.55) 4.08 (1.12) 

4(h) 4.15 (0.99) 3.69 (1.25) 2.15 (1.21) 2.54 (1.05) 

5(h) 4.62 (0.51) 4.62 (0.51) — — 

6(a) 4.69 (0.48) 4.23 (1.09) 4.23 (1.09) 4.15 (1.21) 

6(b) 4.46 (0.97) 3.62 (1.45) 4.23 (1.17) 3.62 (1.39) 

6(c) 3.92 (1.26) 3.85 (1.21) 4.69 (0.48) 4.15 (1.28) 

6(g) 4.15 (1.07) 4.00 (1.08) 4.23 (1.09) 4.23 (0.73) 

7(a) 4.85 (0.38) 4.08 (1.32) 3.85 (1.34) 4.00 (1.22) 

7(b) 4.77 (0.44) 4.15 (1.34) 3.92 (1.12) 4.38 (0.77) 

7(c) 4.31 (1.11) 3.85 (1.41) 3.46 (1.33) 3.54 (1.33) 

7(d) 4.69 (0.48) 3.77 (1.24) 3.92 (1.26) 4.38 (0.87) 

7(f) 3.92 (1.12) 3.54 (1.33) 3.23 (1.30) 4.54 (0.66) 

8(a) 4.38 (1.12) 4.15 (1.46) 3.46 (1.13) 4.38 (0.77) 

8(b) 4.69 (0.48) 4.85 (0.38) 4.23 (1.17) 4.69 (0.63) 

8(f) 4.38 (0.65) 4.46 (0.52) 2.31 (1.44) 2.92 (1.19) 

8(h) 4.46 (0.78) 4.54 (0.52) 3.00 (1.53) 3.31 (1.25) 

8(i) 4.62 (0.51) 4.54 (0.52) 2.46 (1.56) 2.92 (1.26) 

9(c) 3.92 (1.19) — — — 

Note. Shaded values indicate performance indicators that met the criteria for alignment: mean judgment at or above 

4.0 on the five-point scale. As indicated by a dash, not all standards were identified in Round 1 judgments; therefore, 

Round 2 judgments were not collected for some performance indicators. 
a Only performance indicators meeting the criteria for alignment for one or more steps are included. 

Table 5. Round 2 Task-Level Alignment (Indicator Level) Results 

PPAT task 
Number of 

indicators 
Indicators 

Task 2 11 1(a), 2(b), 2(f), 6(b), 6(c), 6(d), 6(g), 6(h), 7(d), 8(b), 9(c) 

Task 3 22 1(a), 1(b), 2(a), 2(b), 2(c), 2(f), 3(e), 4(e), 4(f), 4(g), 6(a), 6(c), 6(d), 

6(g), 7(a), 7(b), 7(c), 7(d), 7(f), 8(a), 8(b), 9(c) 

Task 4 27 1(a), 1(b), 2(a), 2(b), 2(c), 3(d), 3(f), 4(c), 4(d), 4(f), 4(h), 5(h), 6(a), 

6(b), 6(c), 6(g), 7(a), 7(b), 7(c), 7(d), 7(f), 8(a), 8(b), 8(f), 8(h), 8(i), 9(c) 

Overall 33 1(a), 1(b), 2(a), 2(b), 2(c), 2(f), 3(d), 3(e), 3(f), 4(c), 4(d), 4(e), 4(f), 

4(g), 4(h), 5(h), 6(a), 6(b), 6(c), 6(d), 6(g), 6(h), 7(a), 7(b), 7(c), 7(d), 

7(f), 8(a), 8(b), 8(f), 8(h), 8(i), 9(c) 

Note. Task 1 was not judged by the reviewers and is not included in this table. 
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Table 6. Relevance, Importance, and Authenticity Judgments: Task 2 

Indicator Step 
Strongly agree Agree Disagree Strongly disagree 

N % N % N % N % 

Relevance 1 9 69 4 31 0 0 0 0 

Importance 1 7 54 6 46 0 0 0 0 

Authenticity 1 5 38 7 54 1 8 0 0 

Relevance 2 7 54 6 46 0 0 0 0 

Importance 2 7 54 6 46 0 0 0 0 

Authenticity 2 6 46 6 46 1 8 0 0 

Relevance 3 7 54 6 46 0 0 0 0 

Importance 3 8 62 5 38 0 0 0 0 

Authenticity 3 5 38 7 54 1 8 0 0 

Table 7. Relevance, Importance and Authenticity Judgments: Task 3 

Indicator Step 
Strongly agree Agree Disagree Strongly disagree 

N % N % N % N % 

Relevance 1 10 77 3 23 0 0 0 0 

Importance 1 11 85 2 15 0 0 0 0 

Authenticity 1 10 77 3 23 0 0 0 0 

Relevance 2 10 77 3 23 0 0 0 0 

Importance 2 11 85 2 15 0 0 0 0 

Authenticity 2 9 69 4 31 0 0 0 0 

Relevance 3 8 62 4 31 1 8 0 0 

Importance 3 10 77 2 15 1 8 0 0 

Authenticity 3 7 54 4 31 2 15 0 0 

Relevance 4 7 54 6 46 0 0 0 0 

Importance 4 10 77 3 23 0 0 0 0 

Authenticity 4 7 54 4 31 2 15 0 0 

Table 8. Relevance, Importance and Authenticity Judgments: Task 4 

Indicator Step 
Strongly agree Agree Disagree Strongly disagree 

N % N % N % N % 

Relevance 1 9 69 4 31 0 0 0 0 

Importance 1 9 69 4 31 0 0 0 0 

Authenticity 1 8 62 4 31 1 8 0 0 

Relevance 2 9 69 4 31 0 0 0 0 

Importance 2 8 62 5 38 0 0 0 0 

Authenticity 2 8 62 4 31 1 8 0 0 

Relevance 3 8 62 5 38 0 0 0 0 

Importance 3 8 62 5 38 0 0 0 0 

Authenticity 3 8 62 5 38 0 0 0 0 

Relevance 4 5 50 5 50 0 0 0 0 

Importance 4 6 60 4 40 0 0 0 0 

Authenticity 4 4 40 6 60 0 0 0 0 

Note. Ten of the 13 panelists completed Round 3 judgments for Task 4/Step 4. 
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For each of the steps across Tasks 2, 3 and 4, all or all but one of the panelists agreed or 

strongly agreed that the skills being measured are relevant and important for beginning teachers. 

Except for two steps, all or all but one of the panelists agreed or strongly agreed the activities 

were authentic; 11 of the 13 panelists agreed or strongly agreed for Steps 3 and 4 of Task 3. 

Sources of Evidence Supporting the Alignment 

In discussing the evidence supporting the results of the PPAT-InTASC alignment study, 

material will be organized based on the framework presented by Davis-Becker and Buckendahl 

(2013) for evaluating alignment studies. Based on a similar framework presented by Kane (2001) 

for evaluating standard-setting studies, the framework includes 

 procedural evidence (description of panel and panelists’ evaluations), 

 internal evidence (consistency of judgments), 

 external evidence (consistency with developers’ judgments, InTASC progressions), 

and 

 utility evidence (input to ongoing development). 

The following discussion focuses on procedural, internal, and external evidence; all 

results from the study and feedback from panelists were shared with the assessment development 

team to inform ongoing development of the PPAT and similar performance assessments (utility 

evidence). 

Given that validity is an accumulation of evidence rather than a yes/no determination, 

structuring the discussion by these components will allow test users, as well as the test provider, 

to evaluate and interpret the study’s results in light of the intended uses of the PPAT scores. 

Procedural Evidence 

The literature agrees that the panelists must be familiar with the content standards (i.e., 

InTASC standards) and the target population for the test (Davis-Becker & Buckendahl, 2013). 

The panelists should also be independent of the development process so as not to have a conflict 

of interest (Webb, 1999; Bhola et al., 2003). However, the literature is less consistent regarding 

the size of an alignment study panel, with panel sizes as small as two reported for some 

methodologies (Porter, 2002). Webb (2007) recommended panels of between five and eight 
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panelists, but the upper limit is actually set by the need for diversity among panelists and the 

capacity of the facilitator to manage effective training and meaningful discussion. 

The multistate alignment panel was composed of 13 educators from eight states 

(Arkansas, Maryland, Mississippi, Nebraska, New Jersey, North Carolina, Pennsylvania, and 

West Virginia) and Washington, DC. All the educators were involved with the preparation and 

supervision of prospective teachers. The majority of panelists (11 of the 13 panelists) were 

college faculty or associated with a teacher preparation program; the remaining two panelists 

worked in K–12 school settings. All the panelists reported mentoring or supervising preservice, 

or student, teachers in the past 3 years. Finally, all 13 panelists indicated they were at least 

somewhat familiar with the InTASC standards; approximately half (seven of the 13 panelists) 

indicated they were very familiar (see Table 9). 

Table 9. Panelists Background 

Characteristic N % 

Current position   

 K–12 teacher 2 15 

 Administrator 1 8 

 College faculty 10 77 

Gender   

 Female 10 77 

 Male 3 23 

Race   

 White 6 46 

 Black or African American 3 23 

 Hispanic or Latino 1 8 

 Asian or Asian American 2 15 

 Other 1 8 

Mentored or supervised preservice teachers in the past 3 years   

 Yes 13 100 

 No 0 0 

Experience mentoring or supervising preservice teachers   

 3 years or less 2 15 

 4–9 years  3 23 

 10–14 years  2 15 

 15 years or more 6 46 

 No experience 0 0 

Familiarity with InTASC Model Core Teaching Standards   

 Not familiar 0 0 

 Somewhat familiar  6 46 

 Very familiar 7 54 
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Selection of appropriate methodology and assembling a panel of subject-matter experts 

are critical first steps in planning and conducting a sound alignment study. However, it is critical 

that the panelists are well trained in the methodology and are prepared to make informed 

judgments. At the conclusion of the 2-day study, panelists indicated their level of agreement to 

three statements regarding the training: 

 I understood the purpose of this study. 

 The facilitator’s instructions and explanations were clear. 

 The facilitator’s instructions and explanations were easy to follow. 

Panelists also answered three statements regarding their familiarity with the PPAT and the 

InTASC standards: 

 I understood the InTASC standards well enough to make my judgments. 

 I understood the PPAT tasks/steps well enough to make my judgments. 

 I understood the PPAT rubrics well enough to make my judgments. 

Finally, the panelists were asked how certain they were with their alignment judgments. 

Overall, panelists felt well trained for the judgment exercises; all panelists agreed or 

strongly agreed that they understood the purpose of the study and that instructions/explanations 

were clear and easy to follow. All the panelists also agreed or strongly agreed that they 

understood the InTASC standards, the PPAT tasks/steps, and the step-specific rubrics well 

enough to complete their judgments. Finally, all the panelists reported they were certain or very 

certain of the judgments they made during the study. 

Internal Evidence 

In Round 2, panelists made 534 step-indicator judgments using a 5-point rating scale. 

One approach to examining the consistency of the panel’s judgments is to examine the standard 

error of judgment (SEJ) for each step-indicator pairing. The SEJ is the standard deviation of the 

panelists’ judgments divided by the square root on the number of panelists (Cizek & Bunch, 

2007). 

Across tasks, 85% of the 534 step-indicator pairings had an SEJ less than or equal to 0.40 

(or 10% of the range of a five-point rating scale). Only one of the SEJs for the 127 aligned step-

indicator pairings was greater than 0.40. 
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External Evidence 

The alignment methodology employed in this study relied on the informed judgments of 

subject-matter experts (panelists) who reviewed both the InTASC standards and the PPAT tasks 

and rubric. The panelists were not involved in the development of the PPAT. Two additional 

points of reference for evaluating the results of the alignment study are (a) classifications of tasks 

by the assessment specialists during the development of the PPAT and (b) the learning 

progressions developed by the consortium (CCSSO, 2013). 

Consistency with developers’ classifications. During the development process, ETS 

assessment specialists, working with a committee of subject-matter experts with qualifications 

similar to the study’s panelists, identified the performance indicators measured by each PPAT 

task. The criteria for “measured” was intentionally permissive to cast a wide net. Performance 

indicators that were only tangentially measured by the task were identified.  

The panel of subject-matter experts identified 11 performance indicators for Task 2, 22 

for Task 3, and 27 for Task 4. As described previously, the classification criteria applied during 

the development of the PPAT set a lower bar for attaching a performance indicator to a task; 

therefore, slightly more indicators were identified during development. Comparing the panel’s 

results with the developers’ classifications, 82% (9 of 11) of the identified indicators matched for 

Task 2, 90% (18 of 21) matched for Task 3, and 85% (23 of 27) matched for Task 4. 

InTASC progressions. As part of the revisions to the InTASC standards in 2013, the 

consortium included learning progressions for teachers throughout their professional lifespan. 

The progressions “articulate a continuum of growth and higher levels of performance” (CCSSO, 

2013, p.10) for teachers throughout their career trajectory. The standards are cross-walked to the 

descriptive text of the each progression (three levels are described). Performance indicators (as 

well as essential knowledge and critical dispositions) can appear in more than one of the three 

progression levels. The application of a performance indicator would increase in complexity and 

sophistication as a teacher progresses through the levels.  

The three progression levels accompanying the InTASC standards were intentionally not 

named to avoid the label assigned to restricting teaching performance. However, it can be 

assumed that Level 1, the lowest level, would include preservice teachers and teachers just 

entering the profession. Of the 64 performance indicators under Standards 1–9, nearly three-

quarters, or 49 indicators, initially appeared under the first progression level, though these 
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indicators may have appeared in higher levels also. The remaining 15 indicators first appeared in 

a later level. 

Given the test-taking audience for the PPAT—preservice teachers—the tasks would be 

most appropriate if measuring those indicators that would most likely fall in the first learning 

progression level. As shown in Table 5, 33 performance indicators were identified as aligning to 

PPAT Tasks 2–4. Thirty of the 33 aligned indicators initially appeared under the first learning 

progressions level. The remaining indicators—Indicators 3(e), 6(h), and 7(b)—initially appeared 

in the second level. 

Conclusions 

The PPAT was designed to be aligned to the InTASC standards and to serve as a measure 

of teaching quality. The PPAT would be a component of a state’s initial licensure system and 

would be administered during a candidate’s preservice (or student teaching) placement. 

Candidates’ submit written responses and supporting instructional materials and student work 

(i.e., artifacts) to demonstrate their ability to gauge their students' learning needs, interact 

effectively with students, design and implement lessons with well-articulated learning goals, and 

design and use assessments to make data-driven decisions to inform teaching and learning. 

The InTASC standards include 10 standards and each standard includes performances, 

essential knowledge, and critical dispositions. The PPAT focuses on a subset of the 

performances (referred to as “performance indicators”) as identified by a committee of subject-

matter experts working with ETS assessment experts. The current study identified the InTASC 

performance indicator measured by the three PPAT tasks that contribute to the overall, 

consequential score. Overall, 33 performance indicators were identified as being measured by 

one or more of the tasks (see Table 5). 

In addition to the alignment of the PPAT tasks to the InTASC standards, panelists also 

judged the relevance and importance of the skills being measured for beginning teachers and the 

authenticity of the tasks. For each step within the tasks, the skill being measured were judged to 

be relevant and important for beginning teachers. The steps/tasks also were judged to be 

authentic (e.g., represent tasks a beginning teacher can expect to encounter).  
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Notes 

1 Given the intended audience for the assessment, Standard 10: Leadership and Collaboration, 

was not included in the PPAT. 

2 For several indicators aligned to Task 2 and one indicator aligned to Task 4, a data collection 

error resulted in not collecting Round 3 judgments. Also, for Task 4/Step 4, Round 3 

judgments were collected for 10 of the 13 panelists. 

3 For Task 4, Step 4, 10 of the 13 panelists completed this portion of their judgments.  
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