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Abstract

A standard-setting workshop was conducted with 12 educators who mentor or supervise preservice (or student teacher) candidates to recommend a passing score for the Praxis® Performance Assessment for Teachers (PPAT). The multiple-task assessment requires candidates to submit written responses and supporting instructional materials and student work (i.e., artifacts). The last task, Task 4, also includes submission of a video of the candidate’s teaching. A variation on a multiple-round extended Angoff method was applied. In this approach, for each step within a task, a panelist decided on the score value that would most likely be earned by a just qualified candidate (Round 1). Step-level judgments were then summed to calculate task-level scores for each panelist and panelists were able to adjust their judgments at the task level (Round 2). Finally, task-level judgments were summed to calculate a PPAT score for each panelist and panelists were able to adjust their overall scores (Round 3). The recommended passing score for the overall PPAT is 40 out of a possible 60 points. Procedural and internal sources of evidence support the reasonableness of the recommended passing scores.

Key words: Praxis®, PPAT, standard setting, cut scores, passing scores
The impact of teachers in the lives of students is widely accepted (Harris & Rutledge, 2010) and the importance of teacher quality in student achievement is well established (e.g., Ferguson, 1998; Goldhaber, 2002; Rivkin, Hanushek, & Kain, 2005). While knowledge of the content area is an obvious prerequisite, teaching behavior also is critical when examining teacher quality (Ball & Hill, 2008). Efforts to assist educator preparation programs and state teacher licensure agencies to improve teacher quality can start with examining teaching quality at the point of entry into the profession and the licensure and certification processes that are intended to safeguard the public. Licensure assessments, as part of a larger licensure process, can include teaching behaviors as well as content knowledge—both subject matter and pedagogical.

The Praxis® Performance Assessment for Teachers (PPAT) is a multiple-task, authentic performance assessment completed during a candidate’s preservice, or student teaching, placement. The PPAT measures a candidate’s ability to gauge his or her students’ learning needs, interact effectively with students, design and implement lessons with well-articulated learning goals, and design and use assessments to make data-driven decisions to inform teaching and learning. A multiple-round standard-setting study was conducted in June 2015 to recommend a passing score for the PPAT. This report documents the standard-setting procedures and results of the study.

**Standard Setting**

Licensure assessments, like the PPAT, are intended to be mechanisms that provide the public with evidence that candidates passing the assessment and entering the field have demonstrated a particular level of knowledge and skills (American Educational Research Association, American Psychological Association, & National Council on Measurement in Education, 2014). Establishing the performance standard—the minimum assessment score that differentiates between *just qualified* and *not quite qualified*—is the function of standard setting (Tannenbaum, 2011). For licensure assessments, where assessment scores are used in part to award or deny a license to practice, standard setting is critical to the validity of the test score interpretation and use (Bejar, Braun, & Tannenbaum, 2007; Kane, 2006; Margolis & Clauser, 2014; Tannenbaum & Kannan, 2015).

Educational Testing Service (ETS), as the publisher of the PPAT, provides a recommended passing score from a standard-setting study to education agencies. In each state, the department of education, the board of education, or a designated educator licensure board is responsible for establishing the operational passing score in accordance with applicable regulations. This study
provides a recommended passing score, which represents the combined judgments of a group of experienced educators. Standard setting is a judgment-based process; there is not an empirically correct passing score (O’Neill, Buckendahl, Plake, & Taylor, 2007). The value of the recommended passing score rests on the appropriateness of the study design given the structure and content of the test and the quality of the implementation of that design (Tannenbaum & Cho, 2014). Each state may want to consider the recommended passing score but also other sources of information when setting the final passing score (see Geisinger & McCormick, 2010). A state may accept the recommended passing score, adjust the score upward to reflect more stringent expectations, or adjust the score downward to reflect more lenient expectations. There is no correct decision; the appropriateness of any adjustment may only be evaluated in terms of it meeting the state’s needs.

**Overview of the PPAT**

The PPAT is a multiple-task, authentic performance assessment designed for teacher candidates to complete during their preservice, or student teaching, placement. Development of the PPAT by ETS began in 2013, field testing occurred in 2014–15, and the operational launch is scheduled for fall 2015. The assessment is composed of four tasks:

- Task 1: Knowledge of Students and the Learning Environment
- Task 2: Assessment and Data Collection to Measure and Inform Student Learning
- Task 3: Designing Instruction for Student Learning
- Task 4: Implementing and Analyzing Instruction to Promote Student Learning

All tasks include written responses and supporting instructional materials and student work (i.e., artifacts). Task 4 also includes submission of a video of the candidate’s teaching.

The content of the PPAT is aligned with Interstate Teacher Assessment and Support Consortium (InTASC) *Model Core Teaching Standards* (CCSSO, 2013). Task 1 is formative and candidates will work with their preparation programs to receive feedback on this task. Tasks 2, 3, and 4 are summative; scores for these tasks, as well as the weighted sum of the three task scores, will be reported. (The standard-setting study provides a recommended passing score for the overall PPAT score, which is the weighted sum of scores on Tasks 2, 3, and 4.)

Each task is composed of steps: Task 1 includes two steps, Task 2 includes three steps, and Tasks 3 and 4 include four steps each. Task 1 is formative and scored by a candidate’s supervising faculty. Tasks 2, 3, and 4 are summative and centrally scored. Each step within a
task is scored using a step-specific, 4-point rubric. The maximum score for Task 2 is 12 points (the range is 3–12) and for Task 3 is 16 points (the range is 4–16). The score for Task 4 is doubled; therefore, the maximum score is 32 (the range is 8–32). For the overall PPAT, the maximum score is 60 (the range is 15–60).

**Panelists**

The multistate standard-setting panel was composed of 12 educators from eight states (Delaware, Hawaii, Iowa, North Carolina, North Dakota, New Jersey, Pennsylvania, and West Virginia). The number of panelists fell within an acceptable range, from 10 to 15 panelists (Hurtz & Hertz, 1999; Raymond & Reid, 2001). All the educators are involved with the preparation and supervision of prospective teachers. The majority of panelists (nine of the 12 panelists) were college faculty or associated with a teacher preparation program; the remaining three panelists worked in K–12 school settings. All the panelists reported mentoring or supervising preservice, or student, teachers in the past five years. Most (10 of 12 panelists) had at least 15 years’ experience mentoring or supervising preservice teachers (see Table 1).

**Table 1. Panelists Background**

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>N</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current position</td>
<td></td>
<td></td>
</tr>
<tr>
<td>K–12 teacher</td>
<td>2</td>
<td>17</td>
</tr>
<tr>
<td>Administrator</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>College faculty</td>
<td>9</td>
<td>75</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>8</td>
<td>67</td>
</tr>
<tr>
<td>Male</td>
<td>4</td>
<td>33</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>4</td>
<td>33</td>
</tr>
<tr>
<td>Black or African American</td>
<td>5</td>
<td>42</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>Asian or Asian American</td>
<td>2</td>
<td>17</td>
</tr>
<tr>
<td>Mentored or supervised preservice teachers in the past 5 years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>12</td>
<td>100</td>
</tr>
<tr>
<td>No</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Experience mentoring or supervising preservice teachers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 years or less</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4–9 years</td>
<td>2</td>
<td>17</td>
</tr>
<tr>
<td>10–14 years</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15 years or more</td>
<td>10</td>
<td>83</td>
</tr>
<tr>
<td>No experience</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Procedures

A variation on a multiple-round extended Angoff method (Plake & Cizek, 2012; Tannenbaum & Katz, 2013) was used for the PPAT. In this approach, for each step within a task, a panelist decided on the score value that would most likely be earned by a just-qualified candidate (JCQ; Round 1). Step-level judgments were then summed to calculate task-level scores for each panelist and panelists were able to adjust their judgments at the task-level (Round 2). Finally, task-level judgments were summed to calculate a PPAT score for each panelist and panelists were able to adjust their overall scores (Round 3).

Reviewing the PPAT

Approximately 2 weeks prior to the study, panelists were provided available PPAT materials, including the tasks, scoring rubrics, and guidelines for preparing and submitting supporting artifacts. The materials panelists reviewed were the same materials provided to candidates. Panelists were asked to take notes on tasks or steps within tasks, focusing on what is being measured and the challenge the task poses for preservice teachers.

At the beginning of the study, ETS performance assessment specialists described the development of the tasks and the administration of the assessment. Then, the structure of each task—prompts, candidate’s written response, artifacts, and scoring rubrics—were described for the panel. The whole-group discussion focused on what knowledge/skills are being measured, how candidates respond to the tasks and what supporting artifacts are expected, and what evidence is being valued during scoring.

Defining the Just-Qualified Candidate (JQC)

Following the review of the PPAT, panelists engaged in the process described below to describe the JQC. The JQC description plays a central role in standard setting (Perie, 2008); the goal of the standard-setting process is to identify the test score that aligns with this description (Tannenbaum & Katz, 2013). The emphasis on minimally sufficient knowledge and skills when describing the JQC is purposeful. This is because the passing score, which is the numeric equivalent of the performance expectations described in the JQC, is intended to be the lowest acceptable score that denotes entrance into the passing category. The panelists drew upon their experience with having reviewed the PPAT and their own experience mentoring or supervising preservice teachers when discussing the JQC description.
During a prior alignment study (Reese, Tannenbaum, & Kuku, 2015), a separate panel of subject-matter experts identified the InTASC standards performance indicators being measured by the PPAT. The results of the alignment study served as the preliminary JCQ description. The standard-setting panelists independently reviewed the 38 knowledge/skill statements identified by the alignment study and rated if each statement was more than would be expected of a JQC, less than would be expected, or about right. Ratings were summarized and each statement was discussed by the whole group. Panelists offered qualifiers to some statements to better describe the performance of a just-qualified preservice teacher, and panelists were encouraged to take notes on the JCQ description for future reference. For 29 of the 38 statements, half or more of the panelists rated the statement as about right for a JQC. For another five statements (Statements 13, 18, 21, 30, and 37), half or more of the panelists rated the statement as more than would be expected of a JQC. For these statements, panelists discussed how a JQC would have an awareness of appropriate approaches or responses but their demonstration may be restricted to common occurrences (e.g., Statements 13 and 18) or may be limited in depth or experience (e.g., Statements 21, 30, and 37 dealing with assessments/data). Panelists were instructed to make notes on their printed copy of the statements that added qualifiers (e.g., “basic awareness of” or “common misconceptions”) to bring the statement in line with agreed-upon expectations for a JQC. The remaining four statements received mixed rating; however, after discussion the panel agreed they were about right for a JQC. All 38 knowledge/skill statements that formed the JCQ description are included in the appendix. Each panelist referred to his or her annotated JCQ description during the study that included notes from the prior discussion (i.e., qualifiers for some statements).

Panelists’ Judgments

The following steps were followed for each task. The panel completed Rounds 1 and 2 for a task before moving to the next task. Round 3 was completed after Rounds 1 and 2 were completed for all three tasks. The judgment process started with Task 2 and was repeated for Tasks 3 and 4. The committee did not consider Task 1. Figure 1 summarizes the standard-setting process.
Review PPAT materials. An ETS performance assessment specialist conducted an in-depth review of the task. The review focused on the specific components of each step, how the artifacts support a candidate’s responses, and the step-specific rubrics. The step-level scoring process and how step-level scores are combined to produce the task-level score were highlighted. The panel also reviewed exemplars of each score point for each step within a task.

Round 1 judgments. The panelists reviewed the task, the rubrics, and exemplars. Then the panelists independently judged, for each step within the task, the score (1, 2, 3, 4) a JQC would likely receive. Panelists were allowed to assign a judgment between rubric points;¹
therefore, the judgment scale was 1, 1.5, 2, 2.5, 3, 3.5, and 4. The task-level result of Round 1 is the simple sum of the likely scores for each step.

**Round 2 judgments.** Round 1 judgments were collected and summarized. Frequency distributions of the step- and task-level judgments were presented with the average highlighted. Table 2 presents a sample of the Round 1 results (for Task 2) that were shared with the panel. Discussions first focused on the step-level judgments and then turned to the task-level. The panelists were asked if their task-level score from Round 1 (the sum of the step-level judgments) reflected the likely performance of a JQC, considering the various patterns of step scores that may result in a task score, or if their task-level score should be adjusted. Following the discussion, the panelists provided a task-level Round 2 judgment. Panelists could maintain their Round 1 judgment or adjust up or down based on the discussion.

**Table 2. Sample Round 1 Feedback: Task 2**

<table>
<thead>
<tr>
<th>Score</th>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
<th>Task score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>2.5</td>
<td>8</td>
<td>7</td>
<td>9</td>
<td>2.5</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>3.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3.5</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Mean</td>
<td>2.6</td>
<td>2.3</td>
<td>2.4</td>
<td>7.3</td>
</tr>
<tr>
<td>Median</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>7.0</td>
</tr>
<tr>
<td>Minimum</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>6.5</td>
</tr>
<tr>
<td>Maximum</td>
<td>3.0</td>
<td>2.5</td>
<td>2.5</td>
<td>8.0</td>
</tr>
<tr>
<td>SD</td>
<td>0.29</td>
<td>0.26</td>
<td>0.23</td>
<td>0.45</td>
</tr>
</tbody>
</table>

**Round 3 judgments.** Following Rounds 1 and 2 for the three tasks, frequency distributions of the task- and assessment-level judgments were presented with the average highlighted. Discussions first focused on the task-level judgments and then turned to the recommended passing score for the assessment. The panelists were asked if their assessment-level score from Round 2 (the weighted sum² of the task-level judgments) reflected the likely performance of a JQC, considering the various patterns of task scores that may result in a PPAT score, or if their assessment-level score should be adjusted. Following the discussion, the
panelists provided an assessment-level Round 3 judgment. Panelists could maintain their Round 2 judgment or adjust up or down based on the discussion.

**Final Evaluations**

The panelists completed an evaluation form at the conclusion of the study addressing the quality of the standard-setting implementation and their acceptance of the recommended passing score. The responses to the evaluation provide evidence of the validity of the standard-setting process and the reasonableness of the passing score (Hambleton & Pitoniak, 2006; Kane, 2001).

**Results**

**Recommended Passing Score**

Standard-setting judgments were collected first at the step-level (Round 1) and then adjusted at the task-level (Round 2) and assessment-level (Round 3). Table 3 summarizes the task-level judgments after Rounds 1 and 2 and the assessment-level judgments after Round 3 for each of the 12 panelists. Task 2 is composed of three steps; Tasks 3 and 4 are composed of four steps each. The task-level Round 1 results were calculated by summing the step-level judgments. The mean and median task-level results differed by less than half a point for each task between Rounds 1 and 2; the standard deviations decreased for each task.

The mean and median of the Round 3 judgments differed by 0.1 points on a 45-point scale (15–60). Rounding rules would result in the mean score (40.1) being translated to a recommended cut score of 40.5. The median score (40.0) better reflects the distribution of panelists’ Round 3 results. A recommended passing score of 40.5 would be higher than nine of the 12 panelist recommendations. A recommended passing score of 40.0 was the Round 3 score for seven of the 12 panelists. Therefore, the panel’s recommended passing score for the PPAT is the median of the weighted sum of the three task scores following Round 3.

**Sources of Evidence Supporting the Passing Score**

Standard setting is a judgment-based process that relies on the considered judgments of subject-matter experts. The resulting passing score, when applied in a high-stakes situation such as initial teacher licensure, carries considerable weight. The confidence the public places on the recommended passing score is bolstered by procedural evidence and internal evidence (Kane, 1994, 2001). Procedural evidence refers to the quality of the standard-setting study and internal
evidence refers to the likelihood of replicating the recommended passing score. Results addressing these two sources of evidence are presented below.

Table 3. Passing-Score Recommendation by Round and Task: Rounds 1 and 2

<table>
<thead>
<tr>
<th>Panelist</th>
<th>Task 2</th>
<th>Task 3</th>
<th>Task 4</th>
<th>Task 2</th>
<th>Task 3</th>
<th>Task 4</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.5</td>
<td>10.5</td>
<td>10.5</td>
<td>7.0</td>
<td>10.5</td>
<td>10.5</td>
<td>39.0</td>
</tr>
<tr>
<td>2</td>
<td>7.5</td>
<td>11.0</td>
<td>11.0</td>
<td>8.0</td>
<td>10.5</td>
<td>11.0</td>
<td>40.5</td>
</tr>
<tr>
<td>3</td>
<td>7.5</td>
<td>14.0</td>
<td>11.0</td>
<td>7.0</td>
<td>12.0</td>
<td>11.0</td>
<td>41.0</td>
</tr>
<tr>
<td>4</td>
<td>8.0</td>
<td>10.5</td>
<td>11.5</td>
<td>7.5</td>
<td>11.0</td>
<td>11.0</td>
<td>40.5</td>
</tr>
<tr>
<td>5</td>
<td>6.5</td>
<td>13.5</td>
<td>10.0</td>
<td>7.0</td>
<td>12.5</td>
<td>10.5</td>
<td>40.5</td>
</tr>
<tr>
<td>6</td>
<td>8.0</td>
<td>10.5</td>
<td>10.5</td>
<td>7.5</td>
<td>11.5</td>
<td>10.5</td>
<td>40.5</td>
</tr>
<tr>
<td>7</td>
<td>7.5</td>
<td>10.5</td>
<td>10.5</td>
<td>7.5</td>
<td>11.0</td>
<td>10.5</td>
<td>39.5</td>
</tr>
<tr>
<td>8</td>
<td>7.5</td>
<td>10.5</td>
<td>10.5</td>
<td>7.5</td>
<td>11.0</td>
<td>10.5</td>
<td>40.5</td>
</tr>
<tr>
<td>9</td>
<td>7.5</td>
<td>11.0</td>
<td>11.0</td>
<td>7.0</td>
<td>11.0</td>
<td>10.5</td>
<td>40.5</td>
</tr>
<tr>
<td>10</td>
<td>7.5</td>
<td>11.0</td>
<td>11.5</td>
<td>7.0</td>
<td>11.0</td>
<td>11.0</td>
<td>40.5</td>
</tr>
<tr>
<td>12</td>
<td>7.5</td>
<td>11.5</td>
<td>11.5</td>
<td>7.5</td>
<td>12.5</td>
<td>11.0</td>
<td>41.0</td>
</tr>
</tbody>
</table>

Mean: 7.3 11.1 10.9 7.3 11.3 10.8 40.1
Median: 7.0 10.8 11.0 7.3 11.0 10.8 40.0
Minimum: 6.5 9.5 10.0 7.0 10.5 10.5 39.0
Maximum: 8.0 14.0 11.5 8.0 12.5 11.0 41.0
SD: 0.45 1.33 0.48 0.33 0.72 0.26 0.56
SEJ: 0.16 0.48 0.17 0.12 0.26 0.09 0.20

Table notes: For Rounds 1 and 2, recommended scores for Task 4 are unweighted. Possible candidate scores for Task 2 range from 3 to 12. Possible candidate scores for Task 3 range from 4 to 16. Possible candidate scores for Task 4 range from 4 to 16. Recommended scores for Task 4 are weighted to calculate the overall score; possible candidate scores range from 15 to 60.

Procedural evidence. Procedural evidence often comes from panelists’ responses to the training and end-of-study evaluations (Cizek 2012; Cizek & Bunch, 2007). Following training for each of the three rounds of judgments, all 12 panelists verified that they understood the process and confirmed their readiness to proceed.

Following the completion of the study, the panelists completed a poststudy evaluation (see Table 4). The panelists were asked (a) if they understood the purpose of the study, (b) if instructions and explanation provided were clear, (c) if they were adequately trained, and (d) if
the process was easy to follow. All the panelists *strongly agreed* that they understood the purpose and that the instructions and explanations were clear. All the panelists *agreed* or *strongly agreed* that they were adequately trained and that the process was easy to follow.

### Table 4. Poststudy Evaluation

<table>
<thead>
<tr>
<th>Statement</th>
<th>N (%)</th>
<th>N (%)</th>
<th>N (%)</th>
<th>N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I understood the purpose of this study.</td>
<td>12 (100%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>The instructions and explanations were clear.</td>
<td>12 (100%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>The training in the standard setting method was adequate to give me the information I needed to complete my assignment.</td>
<td>11 (92%)</td>
<td>1 (8%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>I understood the PPAT tasks/steps well enough to make my judgments.</td>
<td>12 (100%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>I understood the PPAT rubrics well enough to make my judgments.</td>
<td>12 (100%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>The exemplars were helpful in describing levels of performance.</td>
<td>10 (83%)</td>
<td>2 (17%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>The explanation of how the recommended cut score is computed was clear.</td>
<td>11 (92%)</td>
<td>1 (8%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>The opportunity for feedback and discussion between rounds was helpful.</td>
<td>12 (100%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>The process of making the standard setting judgments was easy to follow.</td>
<td>11 (92%)</td>
<td>1 (8%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Overall, how comfortable are you with the panel’s recommended passing score?</th>
<th>Very comfortable</th>
<th>Somewhat comfortable</th>
<th>Somewhat uncomfortable</th>
<th>Very uncomfortable</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>11 (92%)</td>
<td>1 (8%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Overall, the panel’s recommended passing score is:</th>
<th>Too low</th>
<th>About right</th>
<th>Too high</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 (0%)</td>
<td>12 (100%)</td>
<td>0 (0%)</td>
</tr>
</tbody>
</table>

*a Panelists provided their confidence judgments for the passing score based on the panel mean (40.5) rather than the poststudy recommended passing score based on the panel median (40.0).*
The panelists also were asked if they understood the PPAT tasks/steps and rubrics well enough to make their judgments and if the exemplars were helpful. All the panelists strongly agreed that they understood the PPAT tasks/steps and rubrics. All the panelists agreed or strongly agreed that the exemplars were helpful in describing levels of performance.

In addition to the panelists’ evaluation of the standard-setting process, they also were shown the panel’s recommended passing score and asked (a) how comfortable they were with the recommended passing score and (b) if they thought the score was too high, too low, or about right. All but one of the panelists were very comfortable with the passing score they recommended; the remaining panelist indicated he was somewhat comfortable. All the panelists indicated that recommended passing score was about right.

**Internal evidence.** Internal evidence (consistency) addresses the likelihood of replicating the recommended passing score. For a single panel standard-setting study, an approximation of replicability is provided by the standard error associated with the recommended passing scores (Cizek & Bunch, 2007; Kaftandjieva, 2010). This standard error of judgment (SEJ) is an index of the extent to which the passing score would vary if the study were repeated with different panels of educators (Zieky, Perie, & Livingston, 2008). The smaller the value is, the less likely it is that other panels would recommend a significantly different passing score. A general guideline for interpreting the SEJ is its size relative to the standard error of measurement (SEM) of the test. According to Cohen, Kane, and Crooks (1999), an SEJ less than one-half of the SEM is considered reasonable. An estimate of the SEM for the PPAT (total score calculated as the weighted sum of Tasks 2, 3, and 4) from a field test of nearly 200 preservice teachers was 4.35. The SEJ for the median of the panelists’ judgments from the study is 0.20, well below half the value of the SEM.

**Summary**

The PPAT was designed to be a component of a state’s initial teacher licensure system. In this score-use context, each state’s department of education, board of education, or designated educator licensure board is responsible for establishing the operational passing score in accordance with applicable regulations. A standard-setting study was conducted with 12 educators who monitor or supervise preservice teacher. The recommended passing score, the median of the judgments for the panel, is 40 out of a possible 60 points for the overall PPAT (weighted sum of Tasks 2, 3, and 4 scores).
Although both procedural and internal sources of evidence support the reasonableness of the recommended passing score, the final responsibility for establishing the passing score rests with the state-level entity authorized to award initial teacher licenses. Establishing a performance standard (i.e., passing score) on a licensure assessment like PPAT is comparable to establishing or forming a policy, where decisions are neither right or wrong (Kane, 2001). Each state may want to consider the recommended passing score and also other sources of information when setting the final passing score (see Geisinger & McCormick, 2010). A state may accept the recommended passing score, adjust the score upward to reflect more stringent expectations, or adjust the score downward to reflect more lenient expectations. There is no correct decision; the appropriateness of any adjustment may only be evaluated in terms of its meeting the state’s needs.
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Appendix. Description of the Just Qualified Candidate (JQC)

JQC Description for the PPAT Standard Setting Study

1. Drawing on her/his understanding of child and adolescent development, the teacher observes learners, noting changes and patterns in learners across areas of development, and seeks resources, including from families and colleagues, to adjust teaching.

2. The teacher actively seeks out information about learner interests in order to engage learners in developmentally appropriate learning experiences.

3. Drawing upon her/his understanding of second language acquisition, exceptional needs, and learners’ background knowledge, the teacher observes individual and groups of learners to identify specific needs and responds with individualized support, flexible grouping, and varied learning experiences.

4. Recognizing how diverse learners process information and develop skills, the teacher incorporates multiple approaches to learning that engage a range of learner preferences.

5. Using information on learners’ language proficiency levels, the teacher incorporates tools of language development into planning and instruction, including strategies for making content and academic language accessible to linguistically diverse learners.

6. The teacher includes multiple perspectives in the presentation and discussion of content that include each learner’s personal, family, community, and cultural experiences and norms.

7. The teacher applies interventions, modifications, and accommodations based on IEPs, IFSPs, 504s and other legal requirements, seeking advice and support from specialized support staff and families.

8. The teacher follows a process, designated by a school or district, for identifying and addressing learner needs (e.g., Response to Intervention) and documents learner progress.
9. The teacher communicates verbally and nonverbally in ways that demonstrate respect for each learner.

10. The teacher is a responsive and supportive listener, seeing the cultural backgrounds and differing perspectives learners bring as assets and resources in the learning environment.

11. The teacher manages the learning environment, organizing, allocating and coordinating resources (e.g., time, space, materials) to promote learner engagement and minimize loss of instructional time.

12. The teacher accurately and effectively communicates concepts, processes and knowledge in the discipline, and uses vocabulary and academic language that is clear, correct and appropriate for learners.

13. The teacher draws upon his/her initial knowledge of common misconceptions in the content area, uses available resources to address them, and consults with colleagues on how to anticipate learner’s need for explanations and experiences that create accurate understanding in the content area.

14. The teacher engages learners in applying methods of inquiry used in the discipline.

15. The teacher links new concepts to familiar concepts and helps learners see them in connection to their prior experiences.

16. The teacher models and provides opportunities for learners to understand academic language and to use vocabulary to engage in and express content learning.

17. The teacher consults with other educators to make academic language accessible to learners with different linguistic backgrounds.

18. The teacher engages learners in developing literacy and communication skills that support learning in the content area(s). S/he helps them recognize the disciplinary expectations for reading different types of text and for writing in specific contexts for targeted purposes and/or audiences and provides practice in both.

19. The teacher provides opportunities for learners to demonstrate their understanding in unique ways, such as model making, visual illustration and metaphor.
20. The teacher uses, designs or adapts a variety of classroom formative assessments, matching the method with the type of learning objective.

21. The teacher uses data from multiple types of assessments to draw conclusions about learner progress toward learning objectives that lead to standards and uses this analysis to guide instruction to meet learner needs. S/he keeps digital and/or other records to support his/her analysis and reporting of learner progress.

22. The teacher participates in collegial conversations to improve individual and collective instructional practice based on formative and summative assessment data.

23. The teacher engages each learner in examining samples of quality work on the type of assignment being given. S/he provides learners with criteria for the assignment to guide performance. Using these criteria, s/he points out strengths in performance and offers concrete suggestions for how to improve their work. S/he structures reflection prompts to assist each learner in examining his/her work and making improvements.

24. The teacher matches learning goals with classroom assessment methods and gives learners multiple practice assessments to promote growth.

25. The teacher uses the provided curriculum materials and content standards to identify measurable learning objectives based on target knowledge and skills.

26. The teacher plans and sequences common learning experiences and performance tasks linked to the learning objectives, and makes content relevant to learners.

27. The teacher plans instruction using formative and summative data from digital and/or other records of prior performance together with what s/he knows about learners, including developmental levels, prior learning, and interests.

28. The teacher uses data from formative assessments to identify adjustments in planning.

29. The teacher identifies learners with similar strengths and/or needs and groups them for additional supports.
30. The teacher uses learner performance data and his/her knowledge of learners to identify learners who need significant intervention to support or advance learning. S/he seeks assistance from colleagues and specialists to identify resources and refine plans to meet learner needs.

31. The teacher uses data on learner performance over time to inform planning, making adjustments for recurring learning needs.

32. The teacher makes the learning objective(s) explicit and understandable to learners, providing a variety of graphic organizers, models, and representations for their learning.

33. The teacher analyzes individual learner needs (e.g., language, thinking, processing) as well as patterns across groups of learners and uses instructional strategies to respond to those needs.

34. The teacher poses questions that elicit learner thinking about information and concepts in the content areas as well as learner application of critical thinking skills such as inference making, comparing, and contrasting.

35. The teacher develops learners’ abilities to participate in respectful, constructive discussions of content in small and whole group settings. S/he establishes norms that include thoughtful listening, building on one another’s ideas, and questioning for clarification.

36. The teacher observes and reflects upon learners’ responses to instruction to identify areas and set goals for improved practice.

37. The teacher gathers, synthesizes and analyzes a variety of data from sources inside and outside of the school to adapt instructional practices and other professional behaviors to better meet learners’ needs.

38. The teacher uses technology and other forms of communication to develop collaborative relationships with learners, families, colleagues and the local community.
Notes

1 PPAT responses are independently scored by two raters and the ratings are averaged. Therefore, in cases not involving adjudication, step-level scores of 1.5, 2.5, and 3.5 are possible.

2 The reported PPAT score is (Task 2) + (Task 3) + (2 * Task 4).

3 The recommended passing score shared with the panel was 40.5, the panel’s mean rounded to the next highest available score. Following the full analysis of the study data, the median, 40.0, was selected as the recommended passing score.

4 The SEJ for the median of the panelists’ judgments is approximately 25% larger than the SEJ for the mean given the susceptibility to sampling fluctuation (MacCann & Stanley, 2004).